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Abstract: Virtual Reality (VR) has the potential to overcome natural constraints and present
things that would not be visible in the physical world. This makes the medium of VR a powerful
tool for learning that allows users to become highly immersed in complex topics. In this paper,
we compare a VR learning environment with a traditional 2D learning environment. To investi-
gate the differences between VR and 2D learning environments, we designed two activities that
help learners gain an intuitive understanding of concepts from electricity and magnetism. We per-
formed an experiment comparing the learning that took place using these two variant. Although
our quantitative learning measures did not reveal a significant difference between 2D and VR,
VR was perceived by learners to have advantages. We did find significant quantitative differences
in learners’ completion times. We share findings, based on the quantitative and qualitative feed-
back received, about what makes VR environments beneficial for learning about complex spatial
topics, and propose corresponding design guidelines.
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1 Introduction

The potential for Virtual Reality (VR) to provide novel learning experiences has long

been recognized. VR can allow learners to go places they can’t go physically, shrink

or grow to see the world at different scales, control the passage of time, and hear or

see information right when and where it is needed. Related work has found that VR

can be beneficial for learning [Dede et al. 1996], but the benefit is only seen when the

unique attributes of VR are leveraged. The relevant studies have focused on proving
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out the viability of using VR for certain learning approaches and content, but have not

attempted to isolate the specific attributes of the medium that contribute to the bene-

fits obtained. Three highly salient categories of research on the use of VR for learning

moving forward are: (1) Identifying and proving out the fundamental advantages of

the VR medium. Studying the consequences of linking sensorimotor activities directly

with dynamic simulations is one such avenue of research to which the current paper

contributes. There may also be advantages to accessing existing materials in a way

that is more intuitive, eliminates distractions, or decreases extraneous cognitive load

[Regian et al. 1992]. (2) Exploring how to apply existing instructional strategies, or in-

venting new ones, that uniquely leverage the combination of deep similarity to the real

world (human-scale or otherwise) and the great freedom to design information presen-

tation afforded by VR [Dede et al. 1996, Roussou et al. 2006]. This includes learner

pacing, smart tutoring that is contingent on attention [Hubbard et al. 2017], merging

spatial representations [Rau et al. 2015, Ainsworth 2006], and facilitating novel forms

of collaboration with peers and experts [Karutz and Bailenson 2015, Greenwald et al.

2017]. (3) Applied design knowledge. Field research based on the combination of the

two previous categories should give rise to design guidelines and specific knowledge

about subject areas and usage scenarios where the advantages of VR are the greatest

[Pantelidis 2010, Seidel and Chatelier 2013].

In this paper, we conduct a study making a side-by-side comparison of the learn-

ing that takes place using a standard VR system compared with a standard 2D system.

For the best comparison between the two modalities, the interactions and the content

are designed to be as similar as possible. We contribute to the field of learning in VR by

reporting the findings of our comparative study and by discussing the implications of

the findings for VR learning experiences. To position the question of the possible impli-

cations of this study for teaching practice, the intention is to identify the characteristics

of subject matter where VR is advantageous, through the study of one specific example.

If such advantages are found, there are many ways that VR could be integrated into in-

structional strategies and teaching practices. On one end of the spectrum, it is possible

that a great deal of teaching and learning could take place in VR. This would be the

case if some intrinsic advantages of VR, such as increased engagement and eliminat-

ing distraction, were to make it VR advantageous even when not making use of the 3D

aspects. On the other end of the spectrum, VR could be an occasional supplement to

existing techniques, which would help to make particular concepts more accessible and

intuitive. In the context of the work presented here, we are agnostic to this question of

real-world integration; focusing instead specifically on the question of where learning

advantages might be found.

2 Related Work

We will first give a brief history of the idea of immersive, simulation-based learning

environments, tracing it through earlier applications of computers to learning including
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exploratory learning and virtual labs. Then we will discuss research on learning proce-

dural and spatial knowledge in VR. Finally, we frame the current study in terms of the

learning theory of varied practice.

As early as 1959, some began to take seriously the idea that computers could trans-

form education [Alpert and Bitzer 1970, Kay 1972, Smith and Sherwood 1976], calling

it “science fiction” while stating that the trajectory of technology would “almost guar-

antee” it to happen [Kay 1972]. It seems that the idea of supporting highly non-linear

learning processes only emerged later, initially to solve the problem of learning com-

plex computer interfaces. The term “exploratory learning” [Rieman 1996] originally

referred to an alternative method for this application that was investigated starting in

the the early 1980’s. This work demonstrated computer systems explicitly designed to

encourage exploration, using fun and pleasure to assist in onerous learning tasks [Car-

roll 1982, Malone 1982, Shneiderman 1983]. The term gradually broadened in scope

to eventually refer to learning any topic in a learning environment that gives the learner

the autonomy to choose what to interact with and how to interact with it, although

it does always seem to refer to settings that are computer-mediated [Mavrikis et al.

2013]. A key idea for applying this idea to learning about science–not just computer

interfaces–is to use interactive simulations. One of the first examples of research on

learning from simulations in higher education used the domain of control theory [Njoo

and De Jong 1993]. Students were more successful at learning from this process when

they were given more guidance (in this case, hypotheses to test). A recent review in-

cluding this and much subsequent work on virtual labs indicated proper guidance as the

single most important factor in their successful application [de Jong et al. 2013], con-

sistent with work on exploratory learning outside of virtual labs [Hmelo-Silver et al.

2007, Kirschner et al. 2006]. More recently, multiple researchers have used online plat-

forms such as Second Life to create multiuser virtual learning environments, albeit

without the immersive characteristics of VR

[Thomas and Mead 2008, McCaffery et al. 2014].

By 1995, the vision of immersive, simulation-based learning environments that

would allow learners to interact with local and remote others in real-time was clearly ar-

ticulated [Dede 1995]. The ensuing research focused in particular on the ability of these

kinds of environments to facilitate constructivist learning [Dede et al. 1996, Roussou

et al. 2006]. A review of this work from 2009 concludes that the most salient strengths

of immersive virtual environments for learning are their ability to (1) show multiple

perspectives, (2) facilitate situated learning, and (3) transfer to the real world [Dede

2009].

Next, prior work on the acquisition of procedural and spatial knowledge in VR

probes the learning properties of the medium in a more focused way. A sequence of

studies conducted by the US Air Force, published starting in 1992, explored the use of

VR simulation-based training. The first pair explored learning navigational and proce-

dural knowledge of small-scale and large-scale spaces, and compared knowledge of
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real-world spaces with knowledge of virtual spaces acquired during an experiment.

Both studies indicated that the use of VR was successful and the knowledge acquired

was comparable to that acquired in the real world [Regian et al. 1992, Regian and

Yadrick 1994]. A third study, however, compared the transfer from 2D to the real world

with that from VR to the real world and found no significant difference [Regian 1997].

The tasks were procedural and navigational. It could be argued that neither took real

advantage of the 3D aspect of the environment. The procedural task involved operat-

ing a console, which entailed memorizing a sequence of button presses and knob turns.

The other involved navigating around a building with two levels, which is technically

3D, if only in a rudimentary way. A later study introduced a more sophisticated 3D

navigational task–navigating a system of tunnels–and did find that VR was advanta-

geous [Schuchardt and Bowman 2007].

In our study, we propose a new framing for the potential advantages of VR over

2D, using the concept of varied practice. Early work in this area showed that varied

practice outperforms specific practice in the case of physical skills [Kerr and Booth

1978]. A seminal experiment showed that children who trained at the task of throwing

items into buckets placed at two feet and four feet away outperformed children trained

only on buckets three feet away when tested on the task of throwing items into buckets

three feet away [Kerr and Booth 1978]. More recent research has shown that the advan-

tage of varied practice applies to cognitive skills as well; one study used anagrams as its

experimental activity with an experimental design similar to the bucket study [Goode

et al. 2008]. An overview of related research is provided by Brown, et al. [Brown et al.

2014].

Relating this to the present study, we design a VR activity with a correspond-

ing 2D activity and propose viewing the 2D activity as a specific subset of the VR

activity. For any 3D activity that can be constrained to a plane, this framing is logi-

cally and mathematically valid. However, the question of its empirical utility is separate

one. One advantage is that it provides a prediction, grounded in cognitive science, that

2D performance can be improved through training a skill in VR. At present, the most

widely accepted way to prove the efficacy of a new instructional technology is to im-

prove learners’ performance on existing assessments. Second, it provides a conceptual

method for constructing examples that allow for side-by-side comparison of 2D with

VR interfaces, which will help the further study of this area. This is only one of many

approaches, though, since it is less applicable to the equally interesting and important

question of whether it is advantageous to accessing the same 3D content through a VR

headset versus a mobile device. This cannot be considered varied practice, since the use

of a 2D touch screen interface to access a 3D space is qualitatively different from the

use of a six degree-of-freedom input device for the same purpose – as such it is some-

thing different, rather than a subset. The fact that a VR activity focused on a cognitive

task engages both motor skills and abstract cognition would seem to suggest that the

effect should be present.
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VR has the potential to make difficult spatial concepts more accessible, and to

deepen the learning that takes place. By eliminating extraneous mental translation steps

between 2D and 3D and between spatially separate representations of the same content,

learners can focus more of their energy on conceptual understanding. By facilitating

direct spatial interaction, VR also eliminates extraneous cognitive load associated with

operating the user interface. In this paper, we provide a method for quantifying these

advantages as an aggregate through analogous 2D and VR activities.

3 Design of Activities for VR and 2D

In order to avoid a complex experiment design, we chose to design activities that were

intended to help users develop intuition for spatial phenomena, as opposed to activities

that would help them remember formulas or solve algebraic problems. Our chosen ac-

tivities permitted us to quantify performance (in terms of completion speed and number

of attempts) and to create a multiple-choice test based on the activities themselves. In

addition, these activities needed to be easily adaptable to both VR and 2D interfaces

in a way that would keep the scale and nature of the interaction highly analogous. Fur-

thermore, although collaborative applications are relevant to our research interests, we

chose to design single-user activities here in order to maintain a tighter scope for the

experiment. We designed two activities that fit these criteria.

3.1 Activity Subject Matter: Electrostatics

Electrostatics is a subject that is introduced in most high school physics classes, and

treated in further detail in introductory university physics courses on electricity and

magnetism. Among the basic principles of electrostatics, we incorporated the ideas that

there are positive and negative charges; that like charges repel, while opposite ones at-

tract (e.g. positive charges repel one another); that charges have numerical magnitudes;

that the strength of attraction or repulsion is proportional to the product of the two

charge magnitudes, and inversely proportional to the square of the distance between

them; and that diagrams using electric field lines can illuminate how a configuration of

charges in space will evolve over time [Purcell 2013].

These principles are easy to state, but gaining an intuition for them can be chal-

lenging. How does one imagine something that is proportional to the inverse of the

square of a distance? What kinds of insights should a particular field line diagram re-

veal? We made these kinds of intuition the subject of our activities because (1) the

domain is abstract and the imagery unambiguously spatial; and (2) exploring and show-

ing comprehension only require using direct spatial interaction, to position charges in

2D or 3D space. This way there are no irrelevant effects to confound our results, like

changing modes of cognition or interaction (e.g. changing mode to solve an equation or

perform a numerical evaluation).

224 Greenwald S.W., Corning W., Funk M., Maes P.: Comparing Learning ...



3.2 Activity I: Target Hitting

In the target hitting activity, a beam of charges must be redirected to intersect a given

target. The dynamics of the particle beam follow a physical model of electrostatic inter-

action in which like charges repel, opposites attract, and the strength of these forces is

proportional to the inverse of the square of the distance (as described above). The par-

ticipant is given a certain set of charges with different positive and negative magnitudes

to place in space in order to accomplish this goal. There are given positions where they

may be placed, but the beam trajectory responds smoothly and continuously as they

move through space. A diagram of the activity is shown in Figure 1.

Our reasons for constraining the user to choose from predefined positions–rather

than being able to place charges anywhere in the continuous 3D space–were twofold.

First, we wanted to encourage planning and reflection, which we found to be critical to

learning. In piloting the activity without predefined positions, we observed that partic-

ipants would move particles randomly around the space without developing a strategy.

Sometimes this led to frustration, while at other times they would eventually discover

the need to plan and reflect. With predefined positions, it seemed that participants would

more quickly discover a reflective approach. After initially moving particles quickly and

randomly from position to position, they would realize the combinatorial complexity of

the set of possibilities (e.g. that there are 42 ways to place two different particles in

seven possible locations) and resort to a more thoughtful strategy. Second, the use of

predefined positions supports useful metrics for analysis, allowing us to examine the

quantity and timing of the attempts made by each user while completing the activity.

The design of individual exercises posed an interesting problem that was also

solved through iterative design. Each exercise is parametrized by a set of charges to

place and a set of fixed positions at which those charges may be placed. We initially

experimented with a large number of given charges (e.g. five) and a large number of

predefined positions (e.g. 20). We observed that such activities would take a long time

to solve, and would induce a great amount of frustration. This also made the time to

completion and number of attempts highly subject to individual variation. We also tried

introducing “extra” charges that would be left over and not used in the solution, but

this exacerbated the problem of difficulty. With these considerations in mind, we settled

on exercises with one to four charges and two to ten allowed positions, in which all

the charges provided were required to complete the activity. Figure 2 illustrates these

parameters in a typical layout.

3.3 Activity II: Field Matching

The field matching activity is similarly based on the idea of moving particles to pre-

defined positions in space in order to accomplish a goal. In field matching, the goal is

to generate a particular configuration of electric field lines by placing particles in the

correct positions, as shown in Figure 1. This was the second activity to be designed; we
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(a) Goal of activity

(b) Initial state of an exercise

(c) Completed state of an exercise

(d) VR interface with avatar interacting

Figure 1: The activity shown in the left column is Target Hitting, and in the right column

is Field Matching. These are the basis for our learning study comparing 2D with VR.

From top to bottom, the subfigures illustrate the goal of each activity, the initial and

completed states of a specific exercise, and the corresponding VR interface.
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Figure 2: Exercise Parameters: n = number of charges to place, m = number of prede-

fined positions. Exercise shown before (left) and after (right) placement.

used sets of predefined positions for the same reasons cited above in the discussion of

the target hitting game.

The set of parameters used in designing exercises for the field matching activity

were different from those of the target hitting game. In particular, the field matching

activity is generally easier since the field line projections are more likely (although not

guaranteed) to reveal where particles must be located. Therefore, the challenge was

based more on recognizing attributes of like versus opposite charges that are neigh-

boring, and, in more advanced configurations, recognizing the ways in which adjacent

particles can lead to a field configuration where it is not obvious in which positions par-

ticles must be located. Therefore we increased the number of charges the user needed

to place, but not as much the number of possible positions, settling on the range of two

to nine particles to be placed in four to twelve positions.

3.4 Activity Interfaces in VR vs. 2D

Here we describe how the VR and 2D activity interfaces compare, enumerating the

attributes of VR and 2D which are the same or different. These are summarized in

Table 1.

Beginning with the differences, the VR interface supports the following attributes,

while the 2D interface does not: visual and auditory immersion, the use of stereoscopic

3D display, and the use of head movement as an input. Moving on to the similarities,

both activities are based on the task of moving charges to positions in space, so we were

able to use the same mapping between input methods. The VR interaction requires using

the controller’s trigger button, while the 2D interaction uses the pen down and pen up

actions to initiate and complete charge movement. The VR controller was physically

larger, which we were not able to adjust for, but we did make the visual representation

analogous. Lastly, we made the interaction space the same physical scale in both VR

and 2D, with the cross-sectional area of the VR interaction space matching that of the
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Figure 4: We designed the 2D and VR systems in a way that they also have similar input

affordances for both modalities.

Group ACTIVITY 1 ACTIVITY 2

A TH-2D FM-VR

B TH-VR FM-2D

C FM-2D TH-VR

D FM-VR TH-2D

LEGEND: TH=Target Hitting, FM=Field Matching

Table 2: Order of Activities

giving us a total of four participant groups as shown in Table 2. A two-part multiple

choice pre/post test assesses participants’ competencies associated with each of the

activities.

4.1 Method

4.1.1 Hypothesis

We hypothesized that learners would do better on the multiple choice test and complete

activities faster and with fewer moves when trained in VR, both (i) immediately after

VR training and (ii) two weeks after VR training.
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Sess # Activity

1 1 Inbound survey

1 2 Multiple choice pre-test

1 3 TH-2D training

1 4 TLX

1 5 TH-2D testing

1 6 TLX

1 7 FM-VR training

1 8 TLX

1 9 FM-2D testing

1 10 TLX

1 11 Multiple choice post-test

2 1 Inbound survey

2 2 Multiple choice post-test

2 3 TLX

2 4 TH-2D testing

2 5 TLX

2 6 FM-2D testing

2 7 TLX

2 8 TH-VR

2 9 FM-VR

2 10 Text-based questionnaire

LEGEND: TH=Target Hitting, FM=Field Matching

Table 3: List of Activities for Group A Participants

4.5 Results

4.5.1 Quantitative Performance Results

We used an independent t-test to compare the session times and number of moves be-

tween groups. For comparing the NASA-TLX scores, we used a one-way ANOVA. We

applied a Bonferroni correction for all post-hoc tests. We filtered the results for outliers

by excluding data points with µ > 3×SD.
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4.5.2 Target Hitting

First, we analyzed the performance of the participants considering the multiple choice

questions in the target hitting game. For the 2D modality, the participants scored 63.89%

(SD = 28.26%) for the baseline, 61.11% (SD = 28.26%) for after the first game, and

75.00% (SD = 21.65%) after two weeks. Considering the VR modality, the participants

scored 72.22% (SD = 19.54%) for the baseline, 94.44% (SD = 11.24%) for after the

first game, and 86.11% (SD = 18.16%) after two weeks. An independent t-test revealed

no significant difference between 2D and VR conditions, when comparing the percent-

age of improvement over the baseline for each session.

We compared the session times between the two sessions for the target hitting

game. For the 2D modality, the times after the first session (M = 189.56s, SD = 18.80s)

were higher than the times of the second session two weeks after (M = 178.44s, SD =

26.06s). Considering the VR modality, the participants took an average of 223.47s (SD

= 40.37s) for the first session and an average of 223.80s (SD = 43.76s) after two weeks.

Using VR led to statistically significant longer task completion times (M = 223.8,SD =

40.38) compared to using 2D (M = 189.6,SD = 18.81), t(16) = 2.284, p = .005 in

Session I. In Session II, however, no statistically significant difference between VR

(M = 223.8,SD = 43.76) vs. 2D (M = 178.4,SD = 26.06) could be detected, t(16) =

2.672, p = .491.

Further, we compared the number of moves that the participants made in the

activities between the two sessions for the target hitting game. For the 2D modality,

the number of moves in the first session (M = 40.44, SD = 5.91) were fewer than

in the second session two weeks after (M = 45.89, SD = 6.12). Considering the VR

modality, the participants made slightly fewer moves in the first session (M = 41.33,

SD = 2.44) than in the session after two weeks (M = 42.67, SD = 5.33). An inde-

pendent t-test revealed no statistically significant difference in the number of moves

between using VR (M = 34.3,SD = 2.45) vs. 2D (M = 40.4,SD = 5.92) in Session

I, t(16) = .416, p = .174. Similarly, for Session II, there was no statistically signifi-

cant difference between using VR (M = 42.7SD = 5.34) vs. 2d (M = 45.4,SD = 6.13),

t(16) =−1.026, p = .916.

Finally, we compared the perceived cognitive load between the VR and the 2D

variant of the target hitting activity using the raw NASA-TLX score. The 2D variant of

the training activity (M = 44.56, SD = 12.79) was perceived as a little more cognitively

demanding compared to the VR variant (M = 39.11, SD = 13.57) of the game. However,

a one-way ANOVA test could not reveal a significant difference.

4.5.3 Field Matching

Also for the field matching game, we analyzed the participants’ performance according

to the modality and the trial. For the 2D modality, the participants scored 71.11% (SD

= 22.60%) for the baseline, 86.67% (SD = 17.32%) after the first activity, and 93.33%
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(SD = 10.00%) after two weeks. Considering the VR modality, the participants scored

73.33% (SD = 20.00%) for the baseline, 86.67% (SD = 17.32%) for after the first

activity, and 84.44% (SD = 16.17%) after two weeks. An independent t-test revealed

no statistically significant difference between 2D and VR conditions, when comparing

the percentage of improvement over the baseline for each session.

We compared the session times between the two sessions for the field matching

activity. For the 2D modality, the times after the first session (M = 317.21s, SD =

66.82s) were higher than in the second session two weeks after (M = 265.57s, SD

= 90.91s). Considering the VR modality, the participants were faster in the first session

(M = 238.62s, SD = 92.53s) than in the session after two weeks (M = 241.46s, SD =

54.72s). An independent t-test revealed no statistically significant difference in the task

completion time between using VR (M = 238.6,SD = 92.53) vs. 2D (M = 317.2,SD =

66.82) in Session I, t(16) = −2.065, p = .423. Similarly, for Session II, there was no

statistically significant difference between using VR (M = 241.5,SD = 54.72) vs. 2d

(M = 265.6,SD = 90.91), t(16) =−.681, p = .093.

Further, we compared the number of moves that the participants made in the ac-

tivities between the two sessions for the field matching activity. For the 2D modality,

the number of moves in the first session (M = 77.44, SD = 21.57) were higher than

in the second session two weeks after (M = 54.89, SD = 19.98). Considering the VR

modality, the participants made slightly fewer moves in the first session (M = 57.22,

SD = 20.02) than in the session after two weeks (M = 60.22, SD = 14.98). An in-

dependent t-test revealed no statistically significant difference in the number of moves

between using VR (M = 57.2,SD = 20.02) vs. 2D (M = 77.3,SD = 21.58) in Session I,

t(16) =−2.061, p = .88. Similarly, for Session II, there was no statistically significant

difference between using VR (M = 60.22,SD = 14.99) vs. 2d (M = 54.9,SD = 19.98),

t(16) = .64, p = .705.

Finally, we compared the perceived cognitive load using the raw NASA-TLX

score for the field matching activity. The 2D variant of the activity (M = 30.22, SD

= 10.12) was perceived as less cognitively demanding compared to the VR variant of

the activity (M = 44.78, SD = 10.50). A one way ANOVA test revealed a significant

difference between the 2D and VR variants, F(1,8) = 17.135, p = .003. The effect size

estimate shows a large effect (η2 = .682).

4.5.4 Free Response Questionnaire Results

In this section, we take a factual approach to reporting the results before bringing them

into the context of an overall discussion in the next section. Three of the free-response

questions were concerned with the comparison between the two activities, while the

other three were concerned with the comparison between 2D and VR interaction; these

sets are discussed separately in this section. The text of the questions is shown in Table

4.
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Category Question

Q1 Activities Was one activity easier than the other?

If so, why?

Q2 Activities Do you feel like you learned more from

one activity than the other? If so, why?

Q3 Activities Was one activity more engaging or fun

than the other? If so, why?

Q4 2D/VR How did your experience doing TH (the

activity with the particle stream) differ

between the 2D version and the VR ver-

sion?

Q5 2D/VR How did your experience doing FLM

(the activity with the field lines) differ

between the 2D version and the VR ver-

sion?

Q6 2D/VR In general, how did the VR interface

compare to the 2D interface?

Table 4: Free Response Questions from Second Session

Answer Q1 (eas-

ier)

Q2

(learned

more)

Q3 (more en-

gaging)

TH 0 8 13

FM 18 4 2

Neither/same 0 6 3

Table 5: Free Response Results for Questions Comparing the Two Activities

4.5.4.1 Comparing Target Hitting with Field Matching

The three free-response questions concerning the comparison between activities in-

quired respectively about comparative (Q1) difficulty (which was easier), (Q2) amount

of learning, (Q3) engagement. Since these questions asked the participant to choose

one activity or the other, the responses could be coded according to their choices, and

additional nuance obtained from their elaborations. Table 5 shows participants’ coded

responses.

There was a complete consensus among participants that the field matching ac-

tivity was the easier of the two (Q1). There was a mixed response about whether they

learned more from either activity (Q2), or equally from both. The largest group said

that they learned more from the harder activity, but this group constituted less than half

of the respondents. The questions about engagement (Q3) exposed participants’ am-

bivalence about being challenged. Specifically, 72% of respondents said that the target
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1
Novel spatial insights 

in VR

2
VR cool, fun, 

engaging, interesting

3
VR activities 

challenging or harder

4
VR/2D experiences 

similar

5 VR had disadvantages

6
VR interface was 

better

7 2D interface was good

8 2D interface was hard

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Q4: Target Hitting
Q5: Field Matching
Q6: VR vs. 2D

Figure 9: Free Response Codes. Horizontal axis shows percentage of respondents who

mentioned these in their responses

hitting activity was more engaging, but 33% explicitly (6 participants) mentioned the

tension between feeling satisfaction while doing well at the easier activity, and the re-

warding but also frustrating experience of doing something more novel and difficult

while doing the harder activity.

4.5.4.2 Comparing the 2D and VR experiences

The remaining three of the free-response questions aimed to uncover differences be-

tween the 2D and VR experiences. Unlike the first three, these were formulated as

“how” questions (see Table 4). To analyze the results, we applied a two-cycle, simul-

taneous coding procedure. The first cycle established an initial, in vivo coding. The

second cycle used a holistic pattern coding method in order to provide both a summary

of the content and a point of reference for the discussion of specific quotes [Saldana

2015]. The second cycle codes and results are shown in Figure 9. As a preface to the

discussion, we comment on how these results should be technically interpreted. The key

point is that every code reported was a spontaneous response to a broad question. For

example, one third of respondents mentioned that the VR activity was challenging or

harder (code 3) in response to Q4: How did your experience doing TH differ between

the 2D version and the VR version?. The fact that six different people spontaneously

made the same point is very strong evidence in favor of the point. This is in contrast with

the similar-sounding result “one third of respondents agreed with the statement” which
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might result from a Likert-scale questionnaire and lead to the opposite conclusion.

To begin, we’ll discuss Q4, which concerned the 2D vs VR experience of the

Target Hitting activity. The Code 1 rate of 88% indicates that all but two participants

reported novel spatial insights in VR. Some examples are: “The VR version’s 3D aspect

made the game more interesting, and also made the game feel more representative of a

physical scenario.” and “Having the particles streams in space allowed me to better vi-

sual [sic] the effect the added particles would have on them.” Next, 62% of respondents

reported Code 2, that VR was fun, engaging, or interest. Some example statements: “It

looked super realistic and was more fun to play and experiment around with.” and “It

was more interactive which made it more fun.” [referring to VR].

The statements for Code 3 (33% of participants) indicated that the VR activity

was more challenging. Respondents referred to the inherent additional complexity of

solving a 3D challenge compared with a 2D puzzle: "Adding a 3D component made in

[sic] much more challenging." and "The VR version is definitely harder because you

have another dimension to take into account." However, 16.7% of participants made a

contrasting statement that the 2D version was harder. A closer look at these responses

reveals that these participants were referring to the difficulty of the specific exercises

they were presented with, as opposed to the inherent properties of the activity: for ex-

ample “I think some of the 2D puzzles were either harder or harder to visualize.” This

contrast was made explicit in a single response which made both points “The 2D ver-

sion I thought was harder than the VR version ... I thought the VR version was more fun

because there was a 3rd dimension that made it a little trickier.” The questionnaire was

administered in Part 2 of the experiment (the second session, two weeks after the first),

where the VR sessions were actually shorter and easier than the 2D versions. These

sessions were included after the conclusion of the activities measuring performance, to

give the participants a taste of both activities in VR, one of which they had not done in

VR previously (as dictated by their experimental group).

Next we’ll move on to Q5, which concerned the contrast between Field Line

Matching in VR vs. 2D. Participants were not as enthusiastic about the value of this

activity in VR. One third reported novel spatial insights–comparatively fewer than for

Target Hitting. Two attributes of the field-line activity seem to account for this. Firstly,

the activity was seen as being similar between 2D and VR versions, in particular be-

cause the field line plane was in 2D in both 2D and VR activities. Furthermore, the

remaining 3D aspect–that the field lines in the field line plane result from charges out-

side the plane–was considered interesting by some, but confusing by others. The former

contingent made statements such as “I was really surprised because even after learn-

ing physics E&M in both high school and at our university, it never occurred to me

that electron FLM vary in 3D, and it was just really interesting to realize.” and “the

3D part of the VR version seems quite useful for getting an intuition of how field lines

look in 3D.”, while the latter made statements such as “the building of a 2 dimensional

field line diagram in 3d space is a little confusing.”, “The VR version was confusing at
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first.” and “we still only had a 2D projection of the field lines, which was weird.”. Mul-

tiple participants highlighted that it was difficult to distinguish the influence of depth

(Code 5): “It was hard to figure out how far the charges are affected the 2D drawing.”

and “The effect of the charges on field lines in space was less clear.” [referring to VR

version], and a third participant went further described how this led to a trial-and-error

strategy “it was tough to distinguish between the field lines when a charge is placed in

two similar locations (that have a different depth). Because of this it required some trial

and error.”

Finally, in Q6, we asked participants to reflect on the general difference between

VR and 2D, with a focus on the interface. The most common response focused on the

fun, engaging, and interesting aspects of the VR experience. “It was more mentally

stimulating and more fun. Whereas I got frustrated more quickly doing the 2D puzzles

when I couldn’t solve something, I was entertained when I couldn’t solve the VR puz-

zles.” “VR made the games more interesting and interactive, which made them more

engaging.”

Comments on the advantages of the VR interface (Code 6) described it being easy,

smooth, or natural: “The VR interface felt a lot more natural and engaging than the 2D

one. I liked being able to place the charges in a real way that made it easier for me to

understand what my placement would do.” “Overall I like the VR interface better than

the 2D interface. It is easier to navigate and move around the particles.” “I think it

was also easier to move particles around in the VR version than 2D version.”, “The VR

interface felt very smooth and elegant.” An equal number of comments indicated that

the 2D and VR experiences were similar (Code 4): “Very similar interfaces. VR seemed

sort of unnecessary - it was cool to have, but ultimately the same goal could be reached

on the 2D interface.”, “The VR interface and 2D interface were about the same in terms

of being an intuitive / easy to use interface.”. Two participants distinguished explicitly

between the activities, making both points, each in reference to one of the activities: “I

really enjoyed the VR interface for the particle stream game. I think having that extra

dimension is really exciting and adds another way that the particles you place can mess

up your streams. The field line matching one felt the same regardless of interface, but

it’d be interesting to see more use of the fact that’s in 3D otherwise I feel that the 2D

interface accomplishes what the 3D one does in its current iteration without the need

for the fancy setup.” “The VR interface allowed for added complexity with respect to

how charges interact. It helped with rounding out understanding for the beam game

[target hitting], but may have added confusion to the FLM game.”

5 Discussion

Some of our results were expected, while others proved surprising. Taking all of our

data into consideration, we are able to posit a coherent explanation for most of our

unexpected results.
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To reiterate two important aspects of the experimental setup, we will refer below

to participants’ "completion times" and "number of moves" during the testing phase, in

which participants from both the VR and the 2D training groups used the 2D modality

to complete the same set of activities. That is, the training phase takes place in different

modalities, while the testing phase is identical in every way across all groups.

For the target-hitting activity, participants who trained in VR performed better –

but not significantly better– on the multiple choice test: the VR group moved from 72%

to 94% in their first session, while the 2D group stayed the same, scoring 64% and then

61%, as shown in Figure 7. At the same time, the VR-trained group took significantly

longer to complete the 2D testing activities during the first session, while the number

of moves tried did not differ significantly in either session. This implies a greater time

between moves on average, painting a picture of a more pensive approach. Recall that

there was no difference in the instructions each group received with respect to the timer

or the importance of completing the activities quickly– which makes the difference

in completion time more surprising. It might be possible to explain this difference as

a consequence of learners being less familiar with the interface, but the reports that

both interfaces were extremely easy to use would seem to contradict this interpretation.

Future work should investigate how presenting a more immersive interfaces and more

challenging activities might contribute to self-regulation and metacognition.

Participants did not perform better in VR for the field matching activity, and this is

illuminated by the qualitative feedback provided by participants. In particular, the skill

being trained (arranging charges to create a pattern of field lines) seems intuitive in 2D,

but confusing and unfamiliar in VR. Participants mentioned never been introduced in

their academic coursework to the concept of projecting field lines onto a plane. In hind-

sight, while this is a valid concept, it is not clear when or how it would be used prac-

tically. A more meaningful and engaging use of this concept would require a different

activity design (e.g. trying to influence a particle constrained between two surfaces)–

in the field matching activity used in this experiment, it was not sufficiently justified.

In addition to that shortcoming, participants reported that the effect of depth in the VR

version was too hard to discern, making its underlying meaning less interpretable. It

is worth noting that, despite this, the VR-trained participants’ approach in the testing

phase was not significantly different from the 2D-trained participants’, nor was their

performance on the multiple choice test.

Our results here are consistent with the most closely related piece of prior work.

A similar experiment was conducted in [Salzman et al. 1999], which compared a cus-

tom VR learning application with an established 2D one. While both of the groups in

that study performed significantly better than baseline on a series of tests after training,

neither group performed significantly better than the other. This supports the claim that

learners are benefiting from the VR content, but not so much that a learning difference

compared with the 2D interface was measurable an significant. Like the authors of that

piece of work, we conclude that the perceived advantages that were strongly pointed to
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by participant feedback will be successfully quantified when (1) more is known about

the design of interfaces and activities in VR, and hence better examples will be avail-

able to test, and (2) assessments can be devised that measure more difficult but more

important aspects of conceptual learning through alternative means.

Taking a step back, we observe the noteworthy result that learners were equally

well prepared for a 2D test activity after practicing an analogous VR activity than they

were after practicing a 2D activity identical to the test. Participants were able to over-

come the barrier of skill transfer that impedes knowledge acquired in one setting from

being applied to a different setting. There was a correlated measurable difference in

approach, as indicated by the fact that the VR-trained learners took more time to com-

plete their 2D test activities. We believe that at least two effects are present here: the

advantage of engaging with a 3D system in a visual and sensorimotor context, and the

advantage of taking a more pensive and reflective approach to the learning process.

The difference in learning approach was not something that we predicted prior to

the study; on the contrary, we had hypothesized that the VR learners would be faster

and use fewer moves. In hindsight, however, it seems clear that the learning result as-

sessed by the final multiple choice test need not correlate with the speed of completing

the 2D test activities. As a general takeaway, note that although behavioral metrics in

completing exercises can in fact give insight into the learning that is taking place, naïve

interpretations of these metrics could lead to exactly the wrong conclusions. Had we

not included the multiple choice assessment in our study, we may have concluded that

the VR interface had been inferior at preparing students for the 2D activity, since they

took longer to complete the test activities.

6 Guidelines for VR learning experiences

Through developing VR learning activities and through both quantitative and qualita-

tive results of our evaluation, we identified two guidelines for designing VR learning

experiences. Based on our study results, we conclude that following these guidelines

can help to achieve learning benefits. Below, we state and explain these two guidelines.

As written, they are most applicable to settings involving interactive spatial simulations

and give special attention to cases where a design is being translated between 2D and

VR. Even so, they may prove relevant when interpreted more broadly.

I The VR activity should use representations that are not possible in 2D – in partic-

ular, those that require a method of changing perspective (in VR, head movement)

to be fully interpretable.

II The VR activity should use all relevant representations. When complexity is added

to the activity through translation into VR, there must be corresponding additional

representational support.

The rationale for Guideline I is two-fold. The first is that 2D representations are

at a disadvantage from the perspective of input methods when changing perspective is
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necessary. Using the hands instead of the head for this induces extraneous cognitive

load since it is less natural and requires learning. The second is that, according to the

varied practice framing, there will only be a cognitive dimension of “variation” tied to

VR if this is the case.

Regarding Guideline II, we hypothesize that the main failing of the field matching

activity was that it provided too little support for the learner to connect the 3D field of

the charge system with the 2D projection. The task itself involves a translation from

3D to 2D, but our design failed to show a relevant 3D representation. One of the most

important advantages of VR is that representations that would be difficult to combine

in 2D due to clutter can work well in VR since head movement can be used to change

perspective. Overlapping or overlaid representations can be mentally separated without

moving them out of place. In 2D, the 2D field line diagram that is included in the activity

is a complete representation of the system in reference to the activity. Going from 2D

to VR, we added complexity, but did not add corresponding support to deal with that

complexity. It would be possible to add such support by displaying 3D field lines in

place to assist in the translation process. For target hitting, in contrast, the additional

representational support we provided was the display of the particle trajectory in 3D.

In this case, extending the 2D activity to VR was straightforward and did not require

special consideration.

7 Conclusion

In this paper, we presented several different contributions related to the theory and prac-

tice of learning in VR. We showed that people perceived many advantages of a VR

interface over an analogous 2D interface, although the particular activities and assess-

ment we applied did not demonstrate a quantitative difference in learning outcomes.

This result is positioned at the intersection of HCI and the learning sciences. We made

a methodological contribution in providing a varied practice framing for comparing

learning between 2D and VR interfaces. As another methodological contribution, we

made the observation that behavioral metrics related to activity performance provide

important insights, but should not be assumed to measure conceptual understanding.

We presented an experimental design in which a non-interactive 2D test (e.g. multi-

ple choice) placed 2D and VR activities on equal footing for comparison. Finally, we

provided design guidelines for VR learning activities, with a focus on interactive spa-

tial simulations. Our key insight in defining these guidelines is that all relevant visual

representations must be accounted for and included; those that are essential to the defi-

nition of the activity are not at risk of being omitted, so special attention must be paid to

include all representations that could provide cognitive or conceptual support in com-

pleting the activity.

To conclude, we remark that the VR learning advantage demonstrated here may

be the tip of a very large iceberg, one that others mentioned in the Related Work have

begun to uncover as well. The set of experimental activities constituted less than half
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an hour of learning, and we limited the use of immersion, 3D, head and hand-input in

a way that could be easily mapped to a 2D analogue. It is conceivable that the gains

we measured would be compounded through longer and less constrained use of the

affordances of VR. Our design guidelines make an initial effort at characterizing the

extent of the iceberg, i.e., which topics stand to gain the most from being learned in

VR. Further developing such knowledge and guidelines is surely a fruitful and exciting

area for future work.
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