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Abstract: Gaining a better understanding of the human brain continues to be one of the great-
est and most elusive of challenges. Its extreme complexity can only be addressed through the
coordinated and collaborative work of researchers from a range of disciplines. 3D visualization
has proven to be a useful tool for simplifying the analysis of complex systems, where gaining
meaningful understanding from unstructured raw data is almost impossible, such as in the case
of the brain. This paper presents a novel approach for visualizing neurons directly from the mor-
phological descriptions extracted by neuroscience laboratories, pursuing two goals: improving
the readability of complex neuronal scenarios and avoiding the need to store 3D models of the
intricate geometry of neurons, since such models are demanding of computer resources.
The proposed rendering method involves illustration techniques that facilitate the visual analysis
of dense neural scenes. The work presented here brings the field of neuroscience and the benefits
of 3D visualization environments closer together, increasing the interpretability of massive neural
scenarios through visual inspection. A preliminary user study has proven the utility of the pro-
posed rendering techniques for the visual exploration of dense neuronal scenes. The feasibility
of parallelizing the implemented algorithms has also been assessed, representing a further step
towards interactive illustrative visualization of neuronal forests.
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1 Introduction

The need to analyse complex systems is present in a wide variety of disciplines ranging

from science to security, from economics to neuroscience. In the case of neuroscience,

there are two reasons behind the huge increase in data complexity expected over the

next decade: first, the availability of powerful microscopes using technologies such as

the FIB-SEM CrossBeam workstations [Casares and Gnauck, 2009], [CarlZeiss, 2014],

which are allowing researchers to drastically reduce the time required to gather experi-

mental data (from months to hours). The second reason is the development of ambitious

research programs such as the Blue Brain [Markram, 2006], Obama’s BRAIN initiative
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[Wolf, 2013] and the Human Brain Project HBP [Mcardle, 2014], which are encour-

aging research teams from different disciplines to join forces to advance towards the

understanding of the brain.

Current neuroscience comprises many disciplines with different specific goals. The

study of neuron morphology deals with the analysis of the shape and structure of cells

and the impact of these features on the cells functionality. 3D visualization has much

to offer in this regard, since researchers need to detect aspects related to variations in

neuron morphology across different specimens, tests or brain regions, or neural pat-

terns in large scenarios. The development of new rendering strategies for these complex

neuronal scenes can facilitate the analysis and interpretation of images, increasing the

quality and productivity of the researchers.

Over the last few decades, different rendering methods have been developed, fo-

cused mainly on either increasing realism or reducing computation times. Consequently,

most of the contributions were devoted to the generation of high quality, photorealistic

renderings [Debevec, 2008], [Lehtinen et al. 2012], and [Laine et al. 2010] or to the de-

sign of simplified techniques that generate images of good visual quality at interactive

rates [Beyer et al. 2014], [Nichols and Wyman, 2010].

However, neuronal data present some peculiarities that warrant special attention.

First of all, the nature and amount of data question whether representing the neurons

with polygonal meshes is appropriate for visualization and for storage purposes. Sec-

ondly, even when depicting only a small fraction of the real number of cells, the com-

plexity of a neuronal scenario is such that its visual analysis is difficult in the extreme.

This paper deals about the visualization of neuronal data, focusing on two important as-

pects that simplify the visual analysis process: rendering data directly from the original

descriptions generated by neuroscientists and designing rendering techniques, which

simplify the visual analysis process. More specifically, the main contributions of this

paper are:

– Design of a new rendering technique taking the morphological descriptions directly

generated by the neuroscience community as input.

– Incorporation of expressive illustrative techniques into the rendering process in or-

der to increase the visual interpretability of dense scenes.

– Parallelization of the rendering algorithms in order to assess the feasibility of run-

ning the proposed method on high-performance architectures.

The rest of the paper is organized as follows: section 2 is a brief introduction about

basic concepts of neurons as well as a short overview of some previous work related

to visualization techniques and rendering methods. Section 3 describes the proposed

approach, and section 4 shows some experimental results. Finally, the conclusions and

proposed future work are presented in section 5.
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2 Background

2.1 Neurons

There are currently many software tools that can help with the extraction of the 3D

shape of neurons from a stack of microscopy images. The automation of this process

involves a segmentation step and the computation of a surface that approximates the

cell membrane. However, the accurate automatic segmentation of complex images is

a crucial step that has not yet been completely achieved. For this reason, 3D neuron

reconstruction is generally based on interactive tracing of the neuron elements from

a stack of microscopy images. This task is typically carried out by an operator who

marks control points along neurites (neuron dendrites and axon) [Zhao et al. 2011],

[Long et al. 2012]. Figure 1(a) shows a general view of the main parts of a pyramidal

neuron.

Figure 1: a) Parts of a pyramidal neuron: cell body (soma), dendrites (apical and basal

dendrites) and axon. b) SWC text file describing the morphologic points (position and

diameter). c) Depiction of the traced morphological points. d) Visualization of the mor-

phological skeleton defined by the points.

The description of the cell is stored in this way as a set of 3D points, also called

morphological points, which follow the trajectory of the neurites. Additionally, at each

morphological point, the diameter of the corresponding neurite is stored. In the case

of the soma (or cell body), the silhouette of the 2D projection is traced and stored

in much the same way as dendrites. However, some laboratories only store the centre

point and the diameter of a sphere that approximates the soma. The correct linking of

the morphological or control points defines the morphological skeleton of the cell and

constitutes the anatomical description of each segmented neuron (see figure 1(c,d)).

It should be noted that the scientific community has a huge database of neurons

represented in this way. Some simulation environments also use similar neuron de-
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scriptions for creating complex neuronal circuits, which are used for large-scale simu-

lations [Lasserre et al. 2012]. The morphology of the main elements of a neuron (axon,

dendrites, spines, etc.) is essential for understanding many topological and functional

aspects of neuron networks [Kuß et al. 2012]; indeed morphology plays a key role in

information processing and brain function [Gleeson et al. 2007, Häusser et al. 2003].

Thus, 3D visualization represents a powerful tool that can facilitate the analysis of

neuronal data [Long et al. 2012]. Previous attempts to generate 3D models to be in-

cluded in standard visualization algorithms can be found in [Brito et al. 2013] and

[Lasserre et al. 2012]. Nevertheless, the need to use 3D models is not always evident,

given the complexity of 3D neuron models and the vast number of cells per unit of

tissue volume, which results in cluttered, difficult to interpret images if rendered using

conventional procedures.

2.2 3D visualization

The scientific and technological advances that are continuously taking place allow the

development of new methods and techniques that contribute to the study of a wide

range of systems from diverse areas. Visualization is one of the techniques which has

contributed to these advances having been successfully applied to the analysis and vi-

sualization of medical data [Zhang et al. 2001], [Kuß et al. 2012], [Rautek et al. 2007],

and [Dong, et al. 2003], making use of the human visual system capacity to extract in-

formation from visual scenarios. Scientific visualization and other related areas, such

as visual analytics and information or data visualization [Bruckner and Gröller, 2007],

are extremely active multidisciplinary research fields focused on providing graphical

representations of data that increase the understanding of the phenomenon being ob-

served [Upson et al. 1989]. The rendering technique chosen plays a crucial role in the

appearance of the final images. Many factors influence the applicability of a particu-

lar strategy. For example, the nature of the input data influences, whether image-based

rendering or model-based rendering is used [Kowalski et al. 1999, Kang et al. 2006].

In the latter case, the method used for representing the objects that compose the scene

results in different rendering approaches such as volume, point-based or mesh renderers

[Kobbelt and Botsch, 1999].

Rendering objects from compact representations, without the need of storing heavy

polygonal meshes, is not a novel approach. For example, [Gumhold, 2003] explored

the rendering of ellipsoids used in visualization and modelling; [Reina et al. 2005] pre-

sented a technique for the visualization of molecular dynamics; and [Stoll et al. 2005]

developed a technique for the stylized rendering of line primitives. Ray-casting ap-

proaches have also been widely explored [Garrity, 1990], [Lacewell et al. 2008] and

[Beyer et al. 2014]; Krüger and Wetermann were among the first to perform ray-casting

on GPU [Kruger and Westermann. 2003]; Toledo et al. presented a study based on ray-

casting of implicit surfaces on GPUs [Toledo et al. 2007], and bounding volume hier-

archies (BVH) based approaches were described in [Wald et al. 2007]. The work pre-
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sented in this paper is a domain-specific adaptation of ray-casting techniques that allow

the skeleton-based cell descriptions obtained from neuroscience laboratories to be pro-

cessed directly, avoiding the need for other standard representations commonly used in

graphics.

The emergence of non-photorealistic techniques (NPR) has started a new trend in vi-

sualization styles [Gooch et al. 1998], [Gooch and Gooch, 2001], [Hertzmann, 1999],

[Bram et al. 2012], and [Strothotte and Schlechtweg, 2002]. NPR methods can render

images following a specific artistic style, or more in line with the present paper, can at-

tempt to improve the clarity of the rendered images, or the way their information content

is transmitted [Luft et al. 2006], [Saito and Takahashi, 1990] and [Ritschel et al. 2009].

In contrast with realistic rendering methods, NPR is not focused on reproducing the

detailed appearance of objects, but on enhancing the image clarity by increasing the

perceptual quality of the visualization [Sayeed and Howard, 2006].

A previous attempt to visualize brain data by applying illustrative techniques was

carried out by [Choudhury et al. 2009], [Conturo et al. 1999], and [Everts et al. 2009],

who suggested the application of halos for the rendering of dense line data and, more

specifically, for DTI fibre tracts. The combination of colours as a crucial factor in visual

aesthetics was explored by [Wang et al. 2009] via perceptual colour maps. The work

described in the present paper goes a step further, not only demonstrating a domain-

specific rendering for neuronal cell descriptions, but also incorporating illustrative tech-

niques to increase the visual interpretability of complex scenes. In addition, the feasi-

bility of parallelizing the algorithms has been assessed, opening the way towards the

real time NPR rendering of complex neuronal scenes.

3 Method description

The method presented here uses a ray-casting approach, taking the morphological de-

scription of neurons as input data (as already explained in section 2.1), avoiding the

need for polygonal meshes and generating a 2D rendered image that incorporates illus-

trative techniques in order to enhance the interpretability of the scene. Specifically, the

following factors are included in the shading step to compute the final colour of a pixel:

– Tone selection according to the camera-object distance.

– Saturation adaptation according to the distance to the external contour of the object.

– Inclusion of silhouettes in the neurons that are close to the camera.

– Highlighting of relevant features such as bifurcations in dendrites and connection

points between dendrites and somas.

An ad-hoc ray-casting method has been designed for computing the intersections

between rays and dendrites and between rays and somas, and for assigning the proper
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colour to the pixels of the final image. These colours are not computed by applying stan-

dard shading techniques, but according to the illustrative strategies already mentioned.

The following subsections provide a detailed explanation of the rendering algorithm

and its parallel implementation.

3.1 Initial Data Representation

As previously stated, one of the contributions of this paper is the capability of rendering

neurons directly from the morphological description extracted in neuroscience labora-

tories, which can later be included in complex circuits composed of a large number

of neurons in current simulations. The input data (neurons) are not described follow-

ing the common representation models in 3D graphics (polygon meshes, volumetric

models, etc.). Instead, they are modelled using the morphological representations (mor-

phological tracings describing the skeletons of cells). The morphology data of neurons

is stored in *.SWC format [Cannon et al. 1998]. This SWC file describes the morpho-

logical skeleton as a set of 3D points, the diameter at each point and the connectivity

between segments. The soma (or cell body) is usually described as a centre point and a

diameter.

Figure 2: a) Ad-hoc ray-casting for the morphologic description of neurons. b) A bound-

ing volume hierarchy for a neuron (BVH).

Applying the ray-casting approach involves computing intersections between the

rays (shot from the camera through each pixel of the image) and each segment of the

neuron or the sphere that describes its soma. With the aim of reducing the number of
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intersections to be checked, a bounding volume hierarchy (BVH) is computed to allow

most of the segments to be ruled out when checking the intersection of a ray with some

element of the scene. These ad-hoc BVHs consist of a hierarchy of boxes containing

the segments that define the neurons. Figure 2(b) depicts a part of the BVH structure.

In the first level (L1), there is a container box for each segment (box 1). In the second

level (L2), there is a box for each section between bifurcations (box 2). The second level

(L2) thus contains a branch of a dendrite, and the third level (L3) contains the whole

dendrite. This hierarchy (L1, L2, L3) is stored in order. Since the structure is hierarchic,

the second level (L2) contains all the first level data (L1) in the relevant section, and

the third level (L3) contains all second levels (L2) in the dendrite. The purpose of this

BVH technique is to avoid having to calculate all possible intersections between rays

and segments, which would involve a high computational cost. In this way, several

segments are packed together within a simple geometrical outline.

3.2 Ray-casting and Shading Techniques

This step involves the two main tasks of the rendering algorithm. First, the intersections

between rays and objects are computed, and second, the final colour is assigned to each

of the pixels of the image (using the BVH previously described). The operations for

calculating the colour of pixels are the following: if the pixel is not busy (i.e., there

has been no intersection between the ray passing through the pixel and any neuron

segment), the assigned colour is the background colour. If the pixel is busy, the colour

calculation is performed taking into account the distance to the observer in order to

assign its shade. Similarly, the distance to the median axis of each dendrite is taken

into account to incorporate saturation and assign silhouettes (which are applied only

for ranges of distances close to the observer). Moreover, markers are incorporated in

the branches of the neuron and the connections between the dendrites and soma — to

act as visual resources. The sections that follow describe the shading algorithm, which

distinguishes between the following cases: joints between two segments, the body cell

and the special features under consideration (bifurcations and connections to the soma).

3.2.1 Segment Shading

Neuroscientists acquire the morphology of neurites (dendrites and axon) by clicking at

specific points and annotating their 3D coordinates together with the neurite width at

that point. The neurite shading algorithm presented here distinguishes between the re-

gions around these morphological points (referred to as joints), and the regions located

between consecutive, linked joints. These latter regions will be referred to as sections.

Regarding the rendering algorithm, intersections between rays and skeletons are

computed by exploiting the BVH initially constructed. A ray is considered to inter-

sect a segment when the minimum distance between both is below the radius of the

dendrite. Since radii are measured only at the ending points of each segment, a linear

941Mendoza A., Mata S., Pastor L.: Non-Photorealistic Rendering ...



Figure 3: (Top) Hue distribution according to camera distance. (Bottom) Simple 3D

scene illustrating the colours of the neurons, when the camera is located on the right-

hand side.

interpolation is performed for intermediate points. Once the closest intersected segment

is selected, the following step computes the pixel colour. Three factors contribute to

this final colour computation: hue, saturation and the highlighting of silhouettes (whose

colours depend on the object to camera distance). Figure 3 shows the hue-to-distance

mapping used for this paper, where yellow has been selected for the closest objects,

blue for those located in intermediate distance ranges and black for the more distant

ones. Clearly, other colour mappings are possible. Within each dendrite segment, the

areas near the middle axis are drawn using lower saturation levels, depending on the

proximity to the dendrite’s contour.

Finally, thick black silhouettes are drawn for the external contours of dendrites only

in the foreground, with thickness depending on the neurite’s diameter. Special attention

must be devoted to the regions that are near the segments ends: this algorithm considers

all of the points corresponding to the areas enclosed inside the circles in figure 4 as

belonging to the two segments adjacent to them, yielding renderings that could show

colour discontinuities. For this reason, the points inside the circles are considered as
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Figure 4: Regions enclosed in the red circles are considered as joints between segments.

Figure 5: Segment shading. Points within each joint are shaded via interpolations be-

tween adjacent segment regions.

joints and treated in a different way. Taking this into consideration, the shading of seg-

ments produces the image shown in figure 5. The following section explains the specific

algorithm used for shading these circles.

3.2.2 Shading of Joints

Even though joints are the areas corresponding to the neuroscientists’ actual measure-

ments, their much smaller size compared to the whole axon or dendrites means that it

is necessary to first ensure the consistency of the representation of the segments. Later,

the shading of each joint ensures smooth transitions between segments by interpolating

between the pixels belonging to the adjacent segments. The red areas in figure 6 corre-

spond to joints, and the yellow area represents the segment that links both joints. The

shading of joints proceeds as follows:

Let p be the intersection point between a ray and the joint-sphere between two adjacent

segments, described by their middle axis vectors
−→
A and

−→
B (figure 7). A new segment

pa is defined, parallel to
−→
A , starting at p and ending at pa (intersection between PA

and the sphere). Also, pb is parallel to
−→
B and will intersect with the sphere at pb. The

943Mendoza A., Mata S., Pastor L.: Non-Photorealistic Rendering ...



Figure 6: Joint shading. Red: regions assigned to the joints. Yellow: the region assigned

to the segment.

Figure 7: Computation of the interpolation factor in joints.

segment connecting pa and pb is used to interpolate the final colour assigned to p. The

interpolation factor is given by the projection of p over this segment. Figure 8 shows

the final rendering of a portion of dendrite, including the shading of segments and joints

(depending on the distance to the camera).

3.2.3 Bifurcations, Soma and Connections to Soma

Somas (cell bodies) are rendered as spheres with a colour that depends on the soma-

camera distance, following the algorithm explained in section 3.2.1. Bifurcations are

relevant morphological features, but the extremely intricate geometry of neurites does
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Figure 8: Final rendering of a dendrite. Segment and joint regions are highlighted.

not always allow them to be clearly differentiated. To alleviate this problem, a red sphere

is placed over fork points, making identification of the bifurcations much easier.

Figure 9: Enhancement of bifurcations (red circles are fork points) and connections

between dendrites and soma (blue circles).
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Similarly, light blue spheres can also be placed on the connections between den-

drites and soma, helping users to get a better idea of the 3D location of the dendrite

insertion point. Figure 9 shows a rendered soma, including all of these features.

3.3 Parallel implementation on CPU/OpenMP and GPU/CUDA

Ray-casting approaches are usually easy to parallelize. Although optimising the pro-

posed techniques is not one of the main goals of this work, the feasibility of running

them using parallel architectures opens up the possibility of achieving interactive ren-

dering rates. Two parallel implementations have been developed: a CPU-based par-

allelization using OpenMP, and a GPU-based parallelization using CUDA (Compute

Unified Device Architecture).

The parallelization strategy selected in this paper for the GPU implementation is

based on a thread per pixel distribution, where each CUDA thread computes the final

colour of a pixel in the 2D rendered image. The number of CUDA threads per block

was set to 256 in order to optimize multiprocessor performance. The CUDA kernel is

divided into three kernels: The first kernel computes the rays from the camera that pass

through each of the pixels of the final image. The second kernel computes the inter-

sections between each ray and the neurons of the scene. The third kernel performs the

shading of the pixels and assignment of colour to each pixel. A compact representation

of a neural scenario with an improved depth perception and without polygon meshes is

obtained. The ad-hoc ray-casting method is easily parallelizable because every thread

in CUDA performs operations for each pixel of the image. Interoperability between

CUDA and OpenGL has been achieved through the use of PBOs (Pixel Buffer Objects)

that are updated by the kernel and displayed afterwards through the OpenGL API. The

GPU was programmed using the CUDA programming toolkit, version 4.2 on the CPU

side; we used the Microsoft visual studio 2010 9.0 C++ compiler.

The hardware framework used here is based on an Intel Xeon E5645 2.40GHz

with NVIDIA GeForce GTX680 (containing 8 SMXs, 1536 cores), under Windows

OS. In the case of the CPU based parallelization, the OpenMP directives were in-

serted in the code to parallelize the computation of the final colour of pixels, includ-

ing antialiasing, as well as the precomputation of the BVH (the data structure has

been adapted to the morphological description of the neurons) in order to acceler-

ate intersection tests by reducing the number of intersection tests required and also

to significantly optimize the computation time (the source code is available at http :

//www.gmrv.es/∼amendoza/p01/).

4 Results

This section presents the experimental results obtained applying the techniques de-

scribed above, including antialiasing through supersampling. In addition, the results

of a user preference study are also presented and discussed.
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Figure 10: (a) 3D visualization of a neuronal polygonal mesh applying Phong shad-

ing using commercial software. (b) NPR rendering obtained by applying the proposed

techniques to the neuron’s morphological description.

4.1 Experimental results

The neuron morphologies used for generating the images were downloaded from the

Neuromorpho repository [Halavi et al. 2008] and were randomly selected, combining

different laboratories, species and types of neurons. Therefore, the images do not faith-

fully reproduce a real neuronal forest in terms of the number of cells, their position or

type. However, this fact does not interfere with the main goal of this work, which is to

render the neurons from their original morphological descriptions incorporating illus-

trative techniques. Figure 8 shows a close view from a dendrite fragment. Variations in

illumination are smooth enough to make the transitions between all joint-regions and

segment-regions unnoticeable. Figure 10 shows a comparison between a standard ren-

dering of a single neuron from a 3D polygonal mesh, using 3D commercial software

(figure 10(a)), and the non-photorealistic rendering from the morphological description

applying our method (figure 10(b)).

Highlighting the presence of bifurcations allows their position to be identified even

from points of view that would otherwise result in the fork points being hidden from

view; figure 11 shows an example of this. Similarly, the connections between the somas

and dendrites may go unnoticed or may not be visible at all. Placing markers in these

positions facilitates their identification, providing information about the diameter of the

dendrites, which is also an important anatomical parameter. For comparison purposes,

figure 12 shows a general view of a more complex neuronal scene. Visually following

the trajectories of the dendritic and axonal trees of a neuron becomes an almost impos-
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Figure 11: (a) Portion of a neuronal scene applying Phong shading to polygonal

meshes. (b) Similar scene rendered from morphological skeletons, applying NPR tech-

niques. Connections between dendrites and the soma (label A) can be clearly discerned

in panel (b) while in panel 11 (a) they remain almost imperceptible. Similarly, bifurca-

tions of the dendrite labelled as B are clearly distinguishable in panel 11(b).

sible task when analysing figure 12(a). Figure 12(b) shows an analogous scene rendered

applying tone variations according to the distance to the camera. In this example, the

dendrites of the selected neurons (labelled as A and B) can be easily identified, since

their starting points and the cell body are at similar distances to the camera, and are

depicted in a similar tone.

Moreover, the ranges of tones can be adapted to the scenario and to the region

of interest in order to increase image clarity. Additionally, the presence of silhouettes

seems to be very helpful to distinguish between positions when dendrites are at a sim-

ilar distance from the camera, since, in this case, their positions cannot be definitively

determined from tone variations alone (figure 13 ). In figure 13(a), it is not clear which

dendrite is in front and which is behind without silhouettes, at the locations highlighted

with the white ellipse. However, the presence of silhouettes in figure 13(b) clarifies the

relative position of the dendrites.

Regarding computational costs, the savings in memory required to store the neu-

ron models depend on the resolution of the polygonal meshes and the cell complex-

ity. However, the number of triangles could vary between thousands and hundreds of

thousands per neuron for intermediate resolutions, while the number of morphological

points could be in the order of hundreds. Additionally, figure 14 shows a comparison

between the number of polygons required for polygonal mesh representations and the
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Figure 12: (a) Neuronal scene of 100 neurons (2.791.174 polygons), rendered using

Phong shading. (b) Similar scene rendered by applying NPR techniques (114.907 seg-

ments). The trajectories of dendrites of neurons A and B are clearly perceivable in

figure 12(b) while following them in figure 12(a) is an almost impossible task. Variation

in tones according to distance makes it possible to visually declutter the image and even

disregard objects that are far away.

number of segments used in the morphological descriptions, using three scenarios.

Although obtaining interactive rendering rates was not among the main goals of

this paper (and consequently the methods have not been thoroughly optimized), the

feasibility of parallel implementations has been explored in some depth. In order to

analyse performance, two aspects have been taken into consideration, given the fact

that an image-based parallelization strategy has been followed:

– Sheer geometric complexity, measured as the number of segments within the sce-

nario.
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Figure 13: NPR rendering of the same scene without silhouettes (a) and with silhouettes

(b). Relative positions of dendrites in cross-overs can be difficult to perceive in figure

(a) (region of interest enclosed in a white circle). The inclusion of silhouettes makes it

possible to clearly distinguish which dendrite is in front and which is behind.

Figure 14: Comparison between the number of polygons and the number of segments

in three different scenarios (25, 50 and 100 neurons).

– Workload distribution, since on the one hand there are a large number of empty

pixels and on the other hand there are several other pixels that require a large num-

ber of intersection tests, this uneven distribution can negatively affect the results of

a specific parallel implementation.
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Figure 15: Evolution of execution times for different numbers of segments for 3 dif-

ferent implementations: sequential implementation on CPU; parallel implementation

on CPU using OpenMP; and parallel implementation on GPU using CUDA. Measure-

ments have been taken for 3 degrees of data (neurite) density.

Figure 16: Execution times associated with the graphics displayed in figure 15.

For these two reasons, the tests performed to assess the parallel implementation

results include three different scenarios with a different number of segments to be ren-

dered, but also a further three more options for the concentration of the segments, giving

a total of nine test scenarios.

The experiments were performed on an Intel Xeon E645 2.40GHz (2 processors

with 6 cores each with Hyperthreading with 24 cores) with Nvidia Geforce GTX 680

GPU. The CPU had 48GB of DDR2 RAM. The execution times do not include the time
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for reading the input files describing the scenario. Figure 15 shows a comparison of

the execution times for the three different implementations: sequential; parallel using

OpenMp; and parallel using CUDA (see figure 15 and figure 16). It can be observed

that performance is significantly improved for both parallel implementations. The GPU

version provides the best execution times, although the parallelization using OpenMP

could be an interesting alternative for CPU based architectures. In terms of scalability,

the performance gap becomes more evident as the complexity of the scene increases.

4.2 Preference study

A user preference study was conducted to obtain a subjective evaluation with the neural

scenarios. The proposed method, based on NPR techniques, was compared with real-

istic techniques. The user preference study was performed focusing on the following

aspects:

– The distance perception from closer neurons (foreground) to further neurons (back-

ground).

– Cell morphology and special neuron features, such as branches; insertion points of

dendrites into the soma; fork points, etc.

– Occlusions, specifically when dendrites cross over other neurons’ neurites.

4.2.1 Experimental design

A set of neurons of different types was selected from the NeuroMorpho repository, and

six scenarios were rendered with these data (*.swc). Three of them were rendered with

a 3D commercial software package, using 3D polygonal models generated with the

Neuronize tool [Brito et al. 2013] applying Phong shading. The three other scenarios

were rendered with the present illustrative techniques. Six questions were defined for

the study; each question had two similar scenarios, one rendered with the proposed NPR

techniques (scenario 2) and the other rendered applying the standard Phong shading

model (scenario 1). In each question, each participant had to indicate their degree of

agreement or disagreement with the comparisons made, using a Likert scale (1-5). The

questions were:

1. Observe the following scenarios. In order to identify the four closest neurons to the

camera, scenario (2) is more useful than scenario (1).

2. In order to identify the dendrites leading from the marked soma, scenario (2) is

more useful than scenario (1).

3. Observe the dendritic branching path labelled within the marker. Scenario (2) makes

it easier to distinguish the branches and trajectory than scenario (1).
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4. The bifurcations of the dendritic tree are easier to distinguish in scenario (2).

5. Observe the dendritic tree enclosed in a white circle. The crossings between den-

drites are easier to perceive in scenario (2).

6. Observe the dendritic tree enclosed in the white circle. The dendritic silhouettes are

easier to perceive in scenario (2).

4.2.1.1 Populations and procedure

To validate the method, several participants (N=25) were invited to perform a sub-

jective study of neuronal scenarios. 70% of the participants had a computer graphics

background, and 2 participants were physicians. Each participant answered six subjec-

tive questions in which two scenarios were compared. Each of the questions involved

a scenario rendered using realistic techniques, and also using the methods presented

here. In addition, a statistical analysis with SPSS 17.0 was performed; specifically, the

chi-square test was used to evaluate the significant differences between the users’ pref-

erences.

4.2.1.2 Results and discussions

The study results showed that the present method is significantly better than the realis-

tic techniques. Over 90% of the participants agreed that the scenarios with illustration

techniques improved their perception in terms of the visualization of branches of neu-

rons and morphological features. Figure 17 shows the study results, where a significant

difference between how the users prefer the visualizations with NPR-rendered scenarios

over those rendered with standard techniques was found.

In the first question, 96% of the participants strongly agreed or agreed that scenario

(2) clearly improved visualization compared to scenario (1). However, 4% of the par-

ticipants agreed that scenario (1) was better to distinguish the neurons closer to the ob-

server. The statistical results, χ2 = 18, 32, df = 2, p < 0.001, showed a significant dif-

ference between the users’ preferences. On the second question, 88% of the participants

strongly agreed or agreed that with scenario (2) it is possible to observe the dendrites

leading from the soma better, while 8% were neutral, and 4% disagreed with the state-

ment and preferred scenario (1). The statistical results, χ2 = 17, 40, df = 3, p = 0.001,

showed a significant difference between the users’ preferences. In the third question,

100% of the participants strongly agreed or agreed that the dendritic branching pattern

in scenario (2) is more easily distinguished than in scenario 1. The statistical results,

χ2 = 11, 56, df = 1, p = 0.001, showed a significant difference between the users’

preferences. Similarly, in the fourth question, 100% of participants totally agreed or

agreed that in the scenario (2) bifurcations of the dendritic tree are easier to distin-

guish than in scenario (1). The statistical results, χ2 = 14, 44, df = 1, p = 0.001,

showed a significant difference between the users’ preferences. In the fifth question,
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80% of the participants strongly agreed or agreed that in scenario (2) they could per-

ceive the crossings between dendrites better than with scenario (1). 16% of the par-

ticipants were neutral, while 4% disagreed with the statement. The statistical results,

χ2 = 11.00, df = 3, p = 0.012, did not show a significant difference between the

users’ preferences.

Figure 17: Plot of the user preferences. We found a significant difference between how

the users prefer the visualization with scenarios with NPR techniques over the scenarios

with the realistic techniques.

Finally, in the sixth question, 92% of the participants strongly agreed or agreed

that they could observe the dendritic shapes better with scenario (2) than with scenario

(1). 4% of the participants were neutral, while the remaining 4% disagreed with the

statement. The statistical results, χ2 = 31, 16, df = 3, p = 0.001, showed a significant

difference between the users’ preferences.

In general, the user study shows quite large differences in user preferences. In partic-

ular, in figure 17 a clear tendency of preferring the scenarios rendered with the method

presented here can be observed. These results suggest that there are significant differ-

ences in user preferences between the scenarios with illustrative technique and realistic

techniques. More than 85% of the participants preferred the NPR technique because it

improves the visualization and interpretation in complex scenarios, especially in occlu-

sion situations among dendrites and neurons where they have to discern parts of neurons

such as dendrite branches with their fork-point features.
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5 Conclusions and Future Work

The work presented here includes progress made on two important fronts: First, the pro-

posed rendering technique takes the morphological descriptions commonly extracted by

the neuroscience laboratories as input, thereby avoiding the need to generate and store

other intermediate representations such as polygonal meshes, specifically oriented to-

wards 3D visualization algorithms. This feature is especially significant when consid-

ering the burden of visualizing even small fractions of the huge number of neurons

present in the brain. The second main contribution of this work is the incorporation of

illustrative techniques in the implemented rendering algorithms. This allows the gen-

eration of enriched images that facilitate the analysis and understanding of complex

scenes or intricate circuits of neurons. A simple visual inspection of the results shows

that depth perception is better when applying tone variations according to the distance

to the camera. The inclusion of thick silhouettes for neurons closer to the camera seems

to help in identifying neurite trajectories and in distinguishing relative positions, par-

ticularly whenever they cross each other. Clearly, highlighting certain features —such

as bifurcations or connections between neurites and soma— on neuronal scenarios can

make them more discernible, thereby improving the overall visualization.

Although a rigorous user performance validation has not yet been carried out, an

initial subjective user preference study has already been conducted. The results show

that there is a significant difference in the users’ preference for the NPR visualiza-

tions over the realistic renderings. The approach presented here should be considered

as an alternative visualization framework that could be combined with other rendering

strategies that may be more suitable for certain purposes. Combining different render-

ing techniques together into a multi-view visualization framework will allow the most

appropriate representation to be selected according to the user needs. The authors are

also aware of the need for 3D surface representations in some cases; nevertheless, the

proposed technique is a novel rendering approach in neuroscience that warrants further

investigation. The work presented here may be extended in the following ways:

– Performing a rigorous evaluation to study the impact of NPR techniques on user

performance for a set of visual inspection tasks.

– Analysing other illustrative techniques that facilitate the analysis and interpretation

of complex neural scenes.

– Optimizing the implemented algorithms in order to achieve interactive visualiza-

tions. In this regard, GPU shaders and other parallelization strategies should also

be explored.

– Integrating the proposed technique into a standard visualizer, thereby making it

possible to combine different visualization approaches.
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