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Abstract: Communication processes have become increasingly important in modern working 
life. Organizations invest a surprisingly high amount of financial resources and employee work 
time in both face-to-face and virtual meetings, yet this investment often produces poor results. 
To overcome this problem, research on technology-based support over a meeting’s life-cycle 
has been increasingly conducted in recent decades. As a result of this research, particular 
interest has emerged in meeting information systems, which may include technology-enhanced 
meeting rooms as well as tools for multi-modal meeting recording, automatic meeting 
information extraction and annotation, in-meeting support, meeting information archiving, 
indexing, retrieval and visualization. Despite this great interest in and research activity on 
meeting information systems, insufficient focus has been paid into flexible architectures, 
interchangeability of meeting information as well as the integration into business processes and 
applications. This situation has motivated our research consortium to direct the research activity 
within the MISTRAL project towards a flexible and extendable system that can be easily 
integrated into daily working environments for knowledge access and learning activities. In this 
paper, we give an overview about electronic meeting systems, introduce related work on 
meeting information systems, outline the MISTRAL concept and its implementation, and based 
on that we discuss findings and problems with our research. 

Keywords: meeting information system, electron meeting system, multimodal information 
extraction, meeting information retrieval and visualization 
Categories: H.3.3, H.5.1, H.4.0 

1 Introduction  

In order to be competitive, modern working life in industry, governmental and 
research sectors is strongly influenced by intensive communication and collaboration 
processes; see for example [Nunamaker et al., 2001] and [Steinfield et al., 2002]. In 
this context, organizations invest a surprisingly high amount of financial resources 
and employee work time in both face-to-face and virtual meetings. Organizations, 
however, are frequently faced with poor meeting results far from intended 
expectation. This situation may be illustrated by some important findings of [Romano 
et al., 2001]: (1) Managers and knowledge workers spend between 25% and 80% of 
their working time in meetings. (2) The number of meeting participants is nine on 
average. (3) Most organizations spend between 7% and 15% of their personnel costs 
on meetings. (4) Despite the high investment of resources, meeting results often are 
unexpectedly poor in terms of efficiency and effectiveness. 
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In general, a meeting can be defined as “a focused interaction of cognitive 
attention, planned or chance, where people agree to come together for a common 
purpose, whether at the same time and the same place, or at different times in 
different places.” [Romano et al., 2001] Literature studies have shown various 
meeting purposes, such as reaching a common understanding and group decisions, 
reconciling conflicts, solving problems, facilitating staff communication, exploring 
new ideas and concepts, exchanging knowledge, learning and training; see for 
example [Whiteside et al., 1988], [Nunamaker et al., 1991] and [Geyer et al., 2005]. 
In the light of this, interesting and important knowledge is discussed, transferred and 
even generated in meetings. It is obvious and supported by literature that such 
knowledge is worth capturing and archiving to make it accessible for further usage as 
well as to transfer to and integrate it with other organizational processes. [Costa et al., 
2001] [Nunamaker et al., 2001] [Richter, 2005] Literature review has also shown that 
ineffective and inefficient meetings may result from various problems in the pre-
meeting, meeting and post-meeting phases of the meeting life-cycle [Ho et al., 1999] 
[Romano et al., 2001] [Rienks et al., 2007]. 

To overcome the problems and to make use of the knowledge addressed in 
meetings, technology-based support for face-to-face and virtual meetings has long 
been a subject of research and development activities. Early systems and research are 
documented for example in [Turoff et al., 1977] and [Nunamaker et al., 1991]. Today, 
every stage of a meeting (pre-meeting, in-meeting and post-meeting phase) can be 
supported by a variety of technology and tools [Rienks et al., 2007] However, 
technology-based meeting support is still an interesting and active research topic with 
room for improvement and challenging issues over the entire meeting life-cycle. As a 
concrete application scenario within the MISTRAL research project, we have focused 
on the automated semantic annotation of multimodal meeting recordings in order to 
gain diverse knowledge from meetings and to integrate this knowledge into other 
organizational processes, such as knowledge access and learning activities. 

The MISTRAL (Measurable Intelligent and Reliable Semantic Extraction and 
Retrieval of Multimedia Data) project was initiated as a result of the escalating 
amount of multimedia and multimodal data created by our technology-centered 
society. Such data are characterized by a rich and complex structure in terms of intra- 
and inter-relationships. Broad usage and reuse of such multimodal data is limited 
unless sufficient methods for semantic annotation, indexing and retrieval can be 
developed. In order to contribute in this context, MISTRAL innovative objectives are 
(1) the extraction of a large variety of relevant annotations for single modalities, 
(2) the merging of specifically extracted data from diverse modalities (cross-modal 
merging), (3) the semantic enrichment and contradiction detection based on 
background knowledge, (4) the feedback from cross-modal merging and semantic 
enrichment results to uni-modal extraction processes in order to enhance the quality 
of automated semantic annotations, and (5) the management, retrieval and access of 
extracted information [Gütl et al., 2005] [Sabol et al., 2005] [MISTRAL]. 

The aim of this paper is to present the solution approach and results achieved by 
the research project MISTRAL in the context of the meeting application scenario. In 
the remainder, we first give in Chapter 2 an overview about electronic meeting 
systems as well as introduce related work on meeting information systems and most 
important findings. Chapter 3 outlines the Mistral Core System, the MISTRAL 
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semantic application for knowledge transfer and learning activities as well as 
discusses findings and problems. Finally, Chapter 4 addresses concluding remarks 
and our intended further work. 

2 Electronic Meeting Systems – Background and Related Work 

2.1 Technology-based Support over the Meeting Life-cycle 

Over the last years, technology-enhanced group support and collaboration has gained 
increasing interest. Consequently, research results as well as commercial tools and 
applications have emerged, which can support a great variety of activities over the 
meeting life-cycle. Technology-based meeting support is available for meeting 
participants at the same location (face-to-face meetings) and at different places 
(virtual meetings). Based on an intensive literature survey, a brief overview about 
activities and a selection of supportive types of applications over the meeting life-
cycle is given in the following paragraphs. Findings are based on [Nunamaker et al., 
1997], [Hayne 1999], [Ho et al., 1999], [Munkvold et al., 2001] [Jain et al., 2003] 
[Pallotta et al., 2004], [Geyer et al., 2005], [Richter, 2005], [Sabol et al., 2005], 
[Rienks et al., 2007]. 

The pre-meeting phase aims at preparing the meeting and includes activities such 
as reviewing previous meetings and overall objectives, specifying the meeting goal, 
preparing necessary documents (agenda, presentation slides, and hand-outs), selecting 
appropriate meeting members, managing schedules and meeting resources, and 
distributing necessary information. Supportive applications include document 
management, meeting information archive, group calendar, agenda planning, room 
and resource management. 

The aim of the meeting phase is to ensure an efficient and effective performance 
of meeting objectives. It includes guidance and moderation activities (such as chair 
discussion, solving conflicts, and summarizing meeting results), monitoring activities 
(such as keeping track of actions, participants and their level of participation, and 
relations between participants), and recording activities (such as transcripts, snapshots 
and summary). Applications include assistance in idea generation, voting, consensus 
mediation, note-taking and meeting recording. 

The post-meeting phase aims to analyze the meeting, infer next steps and other 
activities, and ensure that relevant information (such as open issues, decisions, 
conclusions, next steps and responsibilities) is delivered and accessible to meeting 
participants, meeting absentees and other stakeholders. Additionally, it aims to 
integrate the meeting results into other business processes or processes on a higher 
level, such as in project management processes and knowledge management 
processes. Applications include semi-automatic and automatic meeting analyses, 
meeting transcripts, extraction of meeting minutes, meeting information indexing and 
retrieval. 

In a complementary viewpoint, the great variety of existing applications can be 
classified into passive applications (users must take the initiative), interactive 
applications (dialog-based support) and pro-active applications (systems take the 
initiative). Contemporary research activities in pro-active applications experiment 
even with virtual meeting members coaching the meeting or portraying meeting 
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participants. Detailed information can be found for example in [Ho et al., 1999], 
[Rienks et al., 2007] and [CHIL 2005a]. 

2.2 Meeting Information Systems 

In order to narrow down to research projects and applications comparable to 
MISTRAL, we want to focus on specific systems, which we term Meeting 
Information Systems (MIS). Such systems may include technology-enhanced meeting 
rooms, multi-modal meeting recording tools, automatic meeting information 
extraction and annotation tools, in-meeting support tools, meeting recording and 
extracted information archiving as well as meeting indexing, retrieval and 
visualization. A MIS can comprise the entire set of subsystems or parts of them. 

One example of an early research work in the context of MIS is the Project 
NICK. This project emerged in the middle of the 1980s and focused on the 
augmentation and analysis of face-to-face meeting. The meeting facility consisted of 
personal computers for each meeting participant connected in a local area network, a 
group work surface, software for displaying agenda and a common information space, 
software for enabling communication in the group and between meeting members, a 
video recording system, a channel for registration of the emotional state of the group, 
and meeting statistics capture and processing units. The system has been logically 
organized into three components, the capture component (collects public and private 
information in the meeting), the analysis component (processes the collected 
information after the meeting), and the presentation component (provides access to 
meeting information). [Cook et al., 1987] 

Over the last years, meeting information systems have gained increasing interest 
in diverse research domains, such as automated video and audio signal processing as 
well as human-human and human-computer interaction. This great interest in the 
meeting application domain may be reflected by several interesting and partly 
innovative research projects in Europe and USA. 

The M4 (Multimodal Meeting Manager) research project, a European 
Commission (EC) funded project, was started in 2002. Its aim was to develop a 
system that enables structuring, browsing and querying an archive of automatically 
analyzed meetings. The meeting room was equipped with multi-modal sensors, such 
as multi-channel audio and video data streams, information about presentation slides, 
discussion papers and whiteboard interaction. The audio-based feature extraction 
includes speech-to-text transformation, speaker detection, segmentation and tracking. 
The video-based feature extraction includes face-detection, person tracking and 
person action recognition. It is important to mention that the M4 research project also 
applies multi-modal recognition approaches for person localization and tracking. In 
addition, the project even focuses on group action recognition and segmentation. This 
great variety of the automatic creation of annotations enables a fine-grained index for 
synchronized multi-modal data stream to browse, search, retrieve and review 
meetings. [M4] [M4 2005] 

The AMI (Augmented Multi-party Interaction) research project, an EC-funded 
project, was started in 2004 and has focused on technology-enhanced meeting rooms, 
which enable the collection, annotation, structuring, and browsing of multimodal 
meeting recordings. Modalities include audio (multiple microphones), video (multiple 
video cameras), slides, and textual information (such as notes and whiteboard text). 
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These modalities are recorded time-synchronized. Feature extraction and automatic 
annotations from raw modalities are performed by applying state-of-the-art processing 
technologies. Automatic annotations include speech-to-text transcripts, face and 
gesture detection. The resulting multimodal recordings enriched with annotations 
enable structuring, indexing, browsing and querying the meeting recordings. Various 
meeting browsers are developed to support the access and review of meetings. [AMI] 
[AMI 2006]  

The recently started EC-funded research project AMIDA builds on the results of 
the AMI project. This new project tries to move towards live meeting processing and 
towards the support of meeting participants, remote participants and absentees. It aims 
to develop advanced videoconferencing systems which include (1) filtering, searching 
and browsing; (2) remote monitoring; (3) interactive accelerated playback; (4) 
meeting support; and (5) shared context and presence. [AMIDA] 

The IM2 (Interactive Multimodal Information Management) research project was 
initiated by Swiss National Science Foundation (SNSF) as one of the 20 Swiss 
National Centres of Competence in Research (NCCR) in 2002, and it brought together 
university institutions and a range of commercial companies from Switzerland. The 
project is aimed at the advancement of research and the development of prototypes in 
the field of multimodal information management and man-machine interaction. The 
consortium has also decided to focus on smart meeting management as the application 
domain. Input modes include speech, video, pen, touch, hand gestures, head and body 
movements, and even physiological sensors. Specific objectives for automatic 
annotation processes and for meeting information retrieval is comparable to the M4 
and the AMI research projects. [IM2 2005] [IM2 2007] 

There are other interesting projects worth mentioning in the context of meeting 
information systems. The ISL Meeting Room project, a research project from 
Interactive Systems Laboratories located at University of Karlsruhe in Germany and 
Carnegie Mellon University in USA, focuses on audio and video modes for automatic 
annotations on meeting recordings. [ISL] The ICSI research focuses on speech 
processing for meetings. It aims to develop algorithms and systems for the recognition 
of speech from meetings and methods for information retrieval. [ICSI 2006] ICSI 
research has been linked with the AMI and IM2 research project. Between 2001 and 
2005, it was also part of the Mapping Meetings project, where research on speech 
recording was directed to speaker separation, multi-speaker language models, 
detecting important regions (such as ‘hot spots, agreement and disagreement), 
segmentation, topic detection, classification, and summarization. [MMP 2003] The 
NIST Meeting Recognition Project aims to support the development of audio and 
video recognition technologies by periodic technology evaluations and workshops as 
well as by collecting its own multi-media meeting corpora. [NIST 2006] 

Most of the above outlined projects claim to address face-to-face meetings and 
remote meetings as well, but our closer review of project results and publications has 
shown that the projects focus mainly on face-to-face meeting situations. An early 
approach to combine face-to-face and video-mediated meetings was the video 
conferencing system HERMES (Harmonious Environment by Round MEeting 
Space). Remote meeting participants were represented by video screens placed 
between physically present participants in the face-to-face meeting setup. [Inoue et al. 
1997] In another approach, the Experimental Meeting System (EMS) aims to support 
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local participants and remote participants as well. The interesting ideas, presented in 
[Jain et al. 2003], include a meeting room environment for “providing immersive 
telepresence in meetings to enable participants from disparate locations participate 
as if they are in the meeting.” However, most of the ambitious ideas addressing the 
meeting room environment and other parts of the system have not been followed up 
further. [Kim 2007] 

Unlike systems and research projects stated so far, some interesting projects have 
emerged which proactively try to assist and support meetings. The EC-funded 
research project CHIL (Computers in the Human Interaction Loop) started in 2004 
and ran for three years. The aim of the project was to assist humans by proactive and 
intelligent services in situations where people interact face-to-face with people, 
exchange information, and collaborate or learn. To reach this goal, the system 
monitors and processes information from various communication channels, such as 
speech, gestures, body posture, other sensor data, and slides. [CHIL 2005a] [CHIL a] 
[CHIL b] A similarly ambitious research project, CALO (Cognitive Assistant that 
Learns and Organizes), was initiated by the US Defense Advanced Research Projects 
Agency (DARPA). The overall objective was to research and develop a cognitive 
agent-based system that can reason, learn, and respond to assist in military situations. 
[CALO 2006a] [CALO 2006b] In the context of meeting support, the Task Discussion 
component focuses on meeting understanding by monitoring users' collaborative 
multimodal dialogue during meetings. To reach this objective, the component intends 
to process speech, pen input, manual gestures, facial expressions, and body 
movements. Based on this, the planned assistance includes meetings summarization, 
active suggestion of relevant documents and support of collaborative creation of 
documents in meetings. Additionally, it also enables browsing and accessing meeting 
information on different detailed levels. [CHCC] A further interesting and innovative 
conceptual approach was introduced in 2002. The main idea is based on the support 
over the meeting life-cycle through three different types of virtual meeting 
participants based on proactive intelligent agents. One of the virtual participants takes 
care of organizational aspects, one focuses on social aspects and the final is 
responsible for providing the group with relevant information. [Rienks et al., 2007] 
[Ellis et al. 2003] Some of these interesting ideas including the first implementations 
of virtual meeting members are developed in a prototype application. [Barthelmess et 
al. 2005] 

2.3 Findings on existing Meeting Information Systems 

The aim of this section is to give a brief summary of the state-of-the-art of meeting 
information systems and challenges from various viewpoints, based on an evaluation 
of the systems stated in the previous sections. 

By starting with architectural and system model aspects, most of the research 
projects’ results are disconnected prototype tools handling specific modalities and 
focusing on specific functions or parts within the meeting life-cycle. Even if the 
projects aim towards integration, they result in inflexible approaches with less space 
for further enhancements such as integration of external processing tools or 
improvements of automatic feature extraction for a specific modality by taking into 
account extracted features from other modalities. In this context, a more flexible 
architecture, which enables easy integration of new components and external services 
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as well as the combination and exchange of information, may be of great additional 
value. 

From the meeting room point of view, technology enhanced equipment includes 
(1) presentation tools and collaborative tools, such as presenter PC and video 
projector, electronic blackboard, collaborative tools for information exchange and 
document processing, (2) supporting applications for meeting activities, such as a 
voting system, tools for supporting the creativity and conflict solutions, and (3) tools 
and applications for recording and capturing the activities in a meeting. Modalities for 
the recording and capturing process include audio, video, and interaction with 
presentation devices, collaborative and meeting-supporting applications and personal 
note taking. One important yet challenging aspect arises in this context and is not paid 
enough attention by related research projects: data streams need to be recorded and 
captured in a spatial and temporal fine-grained manner by accessing various systems 
and application without violating privacy and security policies. Another important 
issue is the synchronization of diverse modalities over the time period of the meeting. 

By focusing on the audio modality, information extraction includes speaker 
identification, spatial localization and tracking, speech activity detection, and other 
features such as a person’s emotional state. Additionally, the detection of typical 
sounds in meetings, such as ringing mobile phones, laughing and clapping hands are 
of interest. Some of the challenging problems in meeting settings are ambient noise 
and echo effects. Further details can also be found in [CHIL 2005b], [Fiscus et al. 
2005], [AMIDA 2007a] and [AMIDA 2007b]. Speech-to-text transformation and 
transcripts are of particular interest for information retrieval, automatic generated 
meeting minutes and summaries. Ambient noise, hall effects and untrained speakers, 
however, are still challenging issues and interesting research topics in this context; see 
also [AMIDA 2007b] and [Fiscus et al. 2005]. 

By specifically focusing on visual modality, automatic information extraction 
includes face and body recognition, meeting participant identification, location and 
tracking, active speaker detection, and other enhanced features such as head 
movements, gesture and facial expression, and focus of interest. Such information 
extraction tasks cause a number of problems, such as video camera positions and 
sufficient resolution, as well as light conditions. This extraction also presents 
challenging tasks from the video signal processing viewpoint. This information may 
be backed for example by [AMIDA 2007a], [AMIDA 2007c] and [CHIL 2005b]. 

Additionally, other modalities from sensors in the technology-enhanced meeting 
room provide valuable information for processing, annotating and enriching audio-
visual recording. Of particular interest is information about the interaction with the 
presenter PC, such as temporal information about the access to presentation slides and 
other related documents. 

From the viewpoint of multi-modal and cross-modal information extraction, the 
research projects mainly focus either on multiple data streams of one modality (such 
as multiple audio channels or video channels) or on combining audio and video 
signals in order to increase the reliability of the automatic extraction of information, 
such as speaker identification, location and tracking by audio and visual sources. One 
of the interesting and challenging problems is to find related events from diverse 
modalities, which are fuzzy in spatial and temporal occurrence but nevertheless 
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representative of the same information from different sources. Further information 
can be found for example in [AMIDA 2007a], [AMIDA 2007c] and [CHIL 2005b]. 

Based on the extraction of low-level features and the detection of basic events, 
the reasoning of further events and information on a higher semantic level is an active 
topic in many of the MIS research projects. Information of interest comprises the 
detection of meeting roles (such as meeting facilitator and meeting members), 
meeting actions (such as monolog, dialog, note taking, and nodding) and meeting 
activities (such as opening, presentation, voting, and closing). [Jovanovic 2003] 
[Pallotta et al., 2004] [Antunes et al. 2005] 

By focusing on meeting recording and meeting information archiving, retrieval 
and access, relevant aspects, problems and issues can be found in [Jain et al., 2003], 
[Pallotta et al., 2004], [Lalanne et al. 2005], [Antunes et al. 2005] and [Gruenstein et 
al. 2005]. Archives are built on the file system or based on database management 
systems. They are designed to deliver audio and video modalities as synchronized 
data streams and to provide temporal time marks for other modalities (such as 
interaction events with presenter PC, agenda, and speech-to-text transcript) for 
synchronization purposes and time-based access. From the interoperability viewpoint, 
metadata formats used in the research projects do not sufficiently address standards, 
such as MPEG-7 and MPEG-21; see for example [Burnett et al. 2003], [Martinez 
2002] and [Martinez et al. 2002]. This seems to be a major disadvantage in the sense 
of applying pre-existing indexing and retrieval systems. In this context, meeting 
research projects mainly focus on meeting browser approaches for searching, 
skimming, accessing and reviewing meetings. Requirements and ideas for accessing 
meetings from different viewpoints (such as employee roles, meeting participants and 
absentees) are addressed by some of the research projects, however project results and 
actual prototype implementations do not cover users’ demands appropriately. 

Despite the broad interest in technology-enhanced meeting support and the 
significant number of diverse research projects in this area, concrete project results 
lack the appropriate integration with other business processes and information flow. 
To overcome this deficiency, a close integration into other business processes is a key 
for the actual business value of meeting information systems. Interesting and 
important examples of such business processes are knowledge transfer, decision 
making and learning activities. This may also be backed by [Costa et al., 2001], 
[Ingirige et al. 2002], [Gütl et al., 2005], [Page et al. 2005] and [Richter, 2005]. 

3 The MISTRAL System 

The findings stated above motivated us to focus our MISTRAL sample application on 
the development of a flexible and extensible meeting information system. Based on 
automatic semantic annotations and enrichment of diverse modalities, it is designed to 
enable context-dependent access to information and easy integration into business 
processes such as decision support as well as learning and training activities. The 
MISTRAL system is logically divided into two parts: (1) the MISTRAL core system 
processes the multimodal input data streams and persistently stores meeting 
recordings and semantic annotations for further usage. (2) The MISTRAL semantic 
applications build on top of (1) and handle information retrieval, visualization and 
delivery based on concrete application scenarios. 
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3.1 The MISTRAL Core System 

This section is based on the research work from [Gütl et al., 2005], [Gütl et al., 
2005b] and [Sabol et al., 2005]. The aim within this paper is to give an overview 
about the concept and the architecture of the MISTRAL core system. 

The MISTRAL meeting system was designed to deal with one or more video 
sources, multiple audio channels, and input from sensor data as well as to take into 
account diverse textual sources. Data sources for the first meeting setup include input 
stream from one high resolution video camera, a microphone array built by four far-
field microphones and information about the interaction with a presenter PC (such as 
mouse and key events, active application and document). Furthermore, relevant 
meeting documents are also taken into account, such as agenda, project descriptions 
and the like. 

The overall architecture of the MISTRAL core system is depicted in Figure 1. It 
is built on four unimodal extraction units for audio, video, sensor data and text 
sources. Detected events and extracted semantic information are temporally and 
spatially merged, semantically enriched and finally persistently stored in a meeting 
data repository for further usage. 

 

 

Figure 1: Units of the MISTRAL core system 

The communication flow between units is bidirectional and it enables feedback 
loops in order to take advantage of information extracted from other units; i.e. 
features from other modalities can either be used to improve the extraction quality or 
to train or fine-tune methods for information extraction. To give one example, a 
robust face recognition method from the video unit can provide the audio unit with 
information to train an audio-based speaker identification model.  

In order to gain high flexibility, extensibility, exchangeability and scalability, we 
have decided to follow the service-oriented approach (SOA), see for example in 
[Panda 2005]. It allows a loose coupling between units and components within the 
units by only defining contracts or interfaces. These definitions are platform-, 
language-, and operating-system-independent, which enables the most appropriate 
software environment selection for any task within the MISTRAL core system. 
Moreover, SOA easily supports the provision of new or improved functions by 
implementing and publishing a new service and integrating it within the information 
process workflow. 
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An overview over the concept and the current implementation status for each of 
the core units is outlined on the level of extracted semantic information in the 
remainder of this section. Technical details and methods for basic feature extraction 
are outside the scope of this paper; they are addressed in other publications by 
members of the MISTRAL research team and can be found elsewhere in [MISTRAL]. 

The Video unit is designed to detect and extract temporal and spatial information 
about meeting participants from one or more video streams, such as meeting 
participant identification, localization and tracking, facial expression and gesture, 
meeting participant’s movements and interaction. Within the scope of interest are also 
the detection of relevant meeting physical objects and meeting participants’ 
interaction with these objects. The first implementation of the video units includes 
identification of participants and the localization and tracking of participants. 

The Audio unit processes multiple audio input channels in order to detect and 
extract temporal and spatial information about meeting participants, such as speaker 
activities, speaker identification and localization, gender estimation, emotional states, 
and speech-to-text transcripts. Furthermore, meeting-relevant or disturbing sound 
events are also of interest for the MISTRAL system, such as clapping hands, 
laughing, whispering, mobile phone ring tones and the like. The current 
implementation focuses on robust voice activity detection, speaker location estimation 
and speaker indexing, as well as automatic gender estimation. Furthermore, speech-
to-text extractions are performed by a tool from [SAILLABS]. This method enables a 
speaker-independent processing on domain knowledge specific phoneme and 
dictionary databases. 

The Sensor data unit within the MISTRAL meeting application is designed to 
handle a great variety of input data, such as interaction with an electronic whiteboard, 
presentation PC, personal devices for note taking and other sensors for capturing 
physical state of the meeting environment and the emotional state of the meeting 
participants. In our first implementation, the sensor data unit exploits the data stream 
from meeting participants’ interactions with a presenter PC. This includes information 
of each event with keyboard and mouse, active application and interaction with 
objects and documents. For example, this module provides information about the 
active slide of a PowerPoint presentation or a Web site presented in the meeting. This 
information can be further exploited by applying text-processing tasks as described in 
the next paragraph. 

The Text unit deals with statistical methods and natural language processing 
approaches to provide semantic information from text sources including speech-to-
text transcripts, documents presentation slides presented in the meeting, and other 
meeting-relevant documents. The current implementation includes extraction of 
named entities, supervised concepts and unsupervised concepts such as participants’ 
names, company names, project relevant keywords, topics and associated terms. 

The Multimodal Merging unit aims at the temporal and spatial fusion of extracted 
meeting information and events on various semantic levels. It can merge information 
from different unimodal units with similar semantic meaning in order to boost or 
weaken the confidence level. Furthermore, the unit can also derive new information 
by combining extracted information and events from different units. The current 
implementation focuses on the fusion of extracted events and semantic information 
from audio and video features. The Semantic Enrichment unit handles the dissolving 
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of identified conflicts caused by contradictory information extracted from different 
units. Additionally, it infers further actions on higher semantic levels such as 
discussion, presentation, and the like. In our first implementation, the semantic 
enrichment unit focuses on the detection of simple contradictory information such as 
how the same person cannot both give a presentation in front of a whiteboard while 
simultaneously sitting behind a table in a chair. Both the multimodal merging unit and 
semantic enrichment unit deliver information for further usage and access in a 
MISTRAL-specific XML data format or in the the MPEG-7 metadata standard 
format. 

The Data Repository for MISTRAL’s meeting application is designed for the 
persistent storage, management and access for further usage by taking into account 
access rights on user and group level. This includes the storage of the audio and video 
recordings and its delivery as streaming media files in the real media format. It also 
comprises the management of relevant meeting documents and its metadata as well as 
information about the meeting participants. In addition to these features, the data 
repository also handles the semantic information about the meeting extracted from 
unimodal and mulitimodal units, most of which are enriched with temporal 
information and references to the meeting recordings. In our current implementation, 
all data are stored in the file system and made accessible by two different media 
servers by using their internal rights management. The audio-visual meeting 
recordings are stored as real media files and delivered as streaming media by the 
Helix DNA Server, see also [HELIX]. Extracted semantic meeting information are 
stored in a MISTRAL-specific XML data format and are accessible together with 
relevant meeting documents in MISTRAL-predefined structure from an Apache 
HTTP Server, see also [Apache]. 

3.2 MISTRAL Semantic Application 

The MISTRAL semantic application is motivated by the lack of sufficient multimodal 
meeting information system integration into other business processes in organizations 
such as knowledge management and learning and training activities. The aim of this 
section is to outline the design concept and our first implementation results which are 
based on [García-Barrios, 2007], [Gütl 2007], [Mader 2007], [Sabol et al., 2007], 
[García-Barrios et al., 2006], [Gütl et al., 2006], [Gütl et al., 2005] and [Gütl et al., 
2005b]. 
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Figure 2: MISTRAL Meeting Information Retrieval and Visualization 

Figure 2 illustrates the concept of the MISTRAL semantic application for 
meeting information retrieval and visualization. It is designed to flexibly deal with 
diverse meeting information from the Meeting Repository of the MISTRAL core 
system, which includes metadata from audio-visual meeting recordings, meeting-
relevant documents and extracted semantic meeting information. The Preprocessor 
builds the interface between data access from the Meeting Repository at the back-end 
and the appropriate data delivery for the Meeting Information Indexer and the the 
Modeler units. Instances of the Modeler are the User Modeler, which holds 
information about meeting participants and the Meeting Modeler, which manages the 
key information about meetings. The aforementioned Meeting Information Indexer 
builds appropriate data structures about meetings from diverse viewpoints in order to 
efficiently process search requests. The Indexer’s task is also to receive search 
requests from the front-end, process them, collect and post-process retrieved results 
and deliver them back to the front-end. Visualization tools handle the user interaction 
with the system and present the meeting information for the integrated usage in 
business processes. 

Based on the concept of the MISTRAL Semantic Application stated above, the 
remainder of this section gives an overview for the current version of our 
implementation. The Meeting Repository is built on meeting recordings and data from 
the AMI Meeting Corpus and the M4 project (see also Acknowledgement section). 

With the exception of the Modeler unit and specialized visualisation tools, the 
meeting information retrieval unit is based on the open source xFIND search system, 
which is built on three services: (1) the Gatherer requests, filters, retrieves and pre-
processes documents in order to provide a configurable set of metadata for further 
processing, (2) the Indexer caches the metadata, builds on top of that, and indexes and 
post-processes search results for presentation, and (3) the Broker provides the 
interface to the user and prepares the search results for information delivery. Further 
information can be found for example in [Gütl 2002]. 

The Preprocessor has been implemented by an enhanced xFIND Gatherer that is 
specialized to retrieve data from the meeting repository and pre-process them for the 
further data processing chain. In the current version, the following data sources are 
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processed: (1) metadata about the meeting such as meeting title, place and time, 
meeting duration, participants and related project. (2) Extracted semantic information 
such as speech-to-text excerpts, active speakers, visible meeting participants and 
presenter PC interaction. (3) Relevant meeting documents such as agenda, 
presentation slides and other related back-ground documents, for example project 
description, design documents and the like. (4) Video data from meeting recordings in 
order to create scene snapshots for information presentation. 

The Meeting Information Indexer has been realized by the xFIND Indexer 
component configured for the specific needs of our meeting application scenario. The 
xFIND Indexer supports necessary data types (text, number, data, enumeration) out of 
the box. The pre-processed data provided by the adapted Gatherer component is 
cached by the Indexer for (1) building indexes on top of it for efficient search tasks 
(e.g. full text index from speech-to-text transcripts), and (2) preparing information for 
the search results (e.g. text snippets around the search terms from speech-to-text 
transcripts). Both data fields to be indexed and to be included for search results can be 
configured for the Indexer component, and therefore they can easily be adapted for 
specific application scenarios. Unlike in other systems and in order to cover a wide 
range of information needs, we have decided to build indices on and enable retrieval 
requests for different granularities of a meeting: (1) the entire meeting, (2) 
segmentation based on speaker activity, (3) segmentation based on topics according to 
the agenda of the meeting, and (4) segmentation based on the granularity of 
presentation slides. The system enables the search for these granularities for one or 
more media. To give an example, one can search for ’design decision’ in speech-to-
text transcripts and in the content of the presentation slide presented within the 
selected meeting granularity. Unlike other systems, which present separate search 
results for matching speech-to-text sections and documents, we present the results in a 
unified way based on the selected meeting granularity (see also Figure 4). 

Within the MISTRAL project, we have decided to adopt two different approaches 
for meeting information presentation and interaction with users. The first one 
provides a “search-engine-like” user interface. This was motivated by the fact that 
such interfaces are commonly used and well-known by most users, and therefore the 
learning curve for effective usage is short. This interface was implemented by using 
the xFIND Broker component. Search forms and search results presentations have 
been tailored by means of the xFIND Broker’s template engine. Different search 
forms support the users to describe their information needs. Power users get the 
freedom to construct complex search queries by applying Boolean expressions, 
specifying specific indexes and granularities in an expert search form (see Figure 3). 
A simple search form hides this complexity and enables users to search over any 
indexed information on the granularity of entire meetings by typing only one or 
several keywords. Specific forms support the users to search for meeting information 
on the granularity of speaker segments or agenda topics. The search result 
presentation depends on the selected granularity in the search process. Figure 4 
depicts the search results for selected granularity of speaker segments. Speaker 
segments matching the search query are grouped by meetings. For each meeting, an 
informative overview is given including meeting title, date and location. For each 
speaker segment, the meeting segment title and relevant text snipped from the speech-
to-text transcripts are given. Additionally, information is rendered about the meeting 
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participants present in the segment and their activities within the scene. It also renders 
thumbnails from the meeting scene temporally linked to the speaker segment and 
visualizes the timeframe of the segment within the meeting. Furthermore, information 
is rendered about the segment-specific meeting document actively used by the 
presenter PC. Hyperlinks provided within the search result presentation enable users 
to request more detailed information such as the speech-to-text transcript of the 
specific sequence or information about the meeting participants. These hyperlinks 
also enable users to stream audio-visual media for a specific scene (only selected 
streams or the entire multimodal recording).  

 

 

Figure 3: Extended Meeting Information Search Form 
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Figure 4: Information result presentation for a search request on the granularity of 
speaker segments 

The second approach for meeting information visualization is designed to get a 
more comprehensive overview and to enable information discovery by various 
visualization metaphors. This meeting information visualization tool also acts as an 
xFIND broker, i.e. it provides the interface to the users and communicates with the 
MISTRAL Meeting Information Indexer unit. The handling and inspection of meeting 
data is supported by three generic panels: Filter and Control Panel, Linear List Panel 
(lists in a table-like view selected data fields of selected search results) and Info Panel 
(provides information about all data fields of a selected search result). For information 
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visualization and information discovery, two diverse metaphors have currently been 
implemented: (1) The Scatter Plot view (see left side of Figure 5) uses ordinate, 
abscissa, icons or pictures and their size to visualize four diverse dimensions of the 
multi-dimensional data in a two-dimensional plane. Users are free to choose any 
dimension from the data vector and assign them to one of the four visualization 
dimensions. (2) The VisIsland view (see right side of Figure 5) is based on the 
visualization principle to place graphical representations of data vectors in accordance 
to their similarity (for example by using the Cosine similarity coefficient) in a two-
dimensional plane. Consequently, similar data vectors are spatially grouped together 
and form islands of similar objects in the graphical view. Both visualizations enable 
users to gain insights about aspects of one or several meetings such as activities of 
meeting participants, frequency of topics addressed in meetings, and the like. Further 
details about this visualization tool can be found in [Mader 2007]. 

The two Modeler units are in an experimental stage and the full integration within 
the system is not yet finished. Currently, a manually-started script exploits data from 
the xFIND Index’s cache, generates statistic data and feeds the two Modeler 
instances. The User Modeler holds basic information about users and their presence or 
absence in meetings, as well as their roles and activities within the meeting. The 
Meeting Modeler keeps summarized information about the meetings such as meeting 
duration, location, meeting topics and the like. A Web interface built on top of the 
servelet container Apache Tomcat (see for example in [TOMCAT]) allows users to 
browse and search for meeting and user information. 
 

  

Figure 5: Meeting information visualization based on the scatter plot metaphor (left 
side) and the VisIsland methaphor (right side). 

3.3 Concept-based Access for Knowledge Transfer and Learning Activities 

The MISTRAL meeting information retrieval and visualization application enables 
users to search, render and make specific information accessible in employees’ daily 
working processes. However, the solution proposed so far is not fully integrated in 
these daily business processes, and employees need to access an extra application. In 
order to overcome this, we have also designed a solution for the easy integration of 
meeting information into employees’ working environments. The solution is aimed at 
simplifying knowledge access and stimulating additional learning activities based on 
“real life business” information from meetings. 
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Figure 6 outlines our proposed solution based on a context-dependent concept-
based access to meeting information. This solution enables users to retrieve 
contextualized meeting information according to their working tasks without leaving 
their familiar daily working environment. Thus, users can interact with information 
systems (such as knowledge management systems, workflow systems and learning 
management systems) and retrieve requested information in the usual way based on 
specific business cases as well as user and group roles. Additionally, our solution 
offers context-based and personalized related meeting information on the logical level 
of concepts to the users. Each of the concepts represents specific information from the 
meeting archive and each is linked with a proper search query for the Meeting 
Information Retrieval and Visualization system. By selecting one of these concepts, a 
request is sent to the MISTRAL system and a dynamically compiled, up-to-date set of 
search results is delivered to the user. To illustrate this, consider a user who has 
enrolled in a course at the corporate learning management system. In order to 
contextualize learning content within the learning process, not only course content is 
delivered, but information about practical experiences from corporate memory as 
well. By applying our approach, personalized and related concepts are offered in 
addition to the learning content for retrieving information about meetings. One 
example is given in Figure 7: a user has requested information about the topic “speech 
recognition” from the learning management system. Additionally, related concepts for 
explorative learning activities on meeting information are provided as background 
knowledge in a tree-view-like sidebar. This tree-view representation enables users to 
request information about meetings where the user was present or absent for the given 
topic and projects what the user was involved or not involved in for the given topic. It 
also provides information about the meeting participants who actively spoke about the 
specific topic addressed by the concept. Moreover, users can request meeting-relevant 
documents dealing with the given topic and information about experts who are often 
involved in the specific topic. 

 

 

Figure 6: Concept-based access to the MISTRAL meeting information system from 
users’ daily working environments 
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Figure 7: Integration of “real business life” information in a corporate learning 
environment 

Focusing on the technical design of the proposed solution, Figure 6 outlines the 
architectural overview. At the outer-left side, the core units are responsible for 
providing context-dependent and personalized concepts. The User & Group Modeling 
System holds most information about users, such as roles, memberships to user 
groups and projects. Meeting-relevant user information is fed by the MISTRAL 
Meeting IS, such as presence or absence in meetings and the like. The Concept 
Modeling System enables users to manage and deliver context-dependent 
personalized concepts. For each context, a number of context items can be assigned 
and concepts can be linked to one or more concept items. Each of the concepts is 
linked with one or more queries in order to request background information from 
information systems, such as the MISTRAL Meeting IS. To illustrate this, let us 
assume that one workflow managed by a workflow system is considered to be one 
context and each of the tasks in the workflow is represented by one context item. 
Based on this, a number of relevant concepts for background knowledge can be 
defined for each of the tasks. To simplify the creation of queries, generic query 
templates with placeholders can be defined. For each new concept, the pre-defined 
query templates are instantiated with information from the concrete concept 
description (name of concept or synonyms). In order to personalize the queries, the 
same mechanism is used and placeholders of the query templates are replaced by user 
and group information (delivered by the User & Group Modeling System). This 
approach supports personalized information requests, such as “show me meetings 
about topic x I was present”. The information flow for the users is as follows: they 
interact with information systems by a Web client, and according to their requests, 
information is delivered to and rendered by the Web browser. Additionally, 
personalized and context-dependent concepts are delivered to and rendered by the 
client. There are two possible approaches. First, the Concept Modeler gets the 
information about the context and the sub-context (context item) as well as user 
information by the information system and the relevant concepts are delivered via the 
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information system to the user client. Second, the user client implements a XUL 
application (XML User Interface Language, see also [XUL]) and sends the 
aforementioned information directly to the Concept modeller and renders the 
information within a separate window. Finally, users can request background 
information from the MISTRAL Meeting IS by selecting concepts offered by the 
system. In our first experimental implementation, a simple learning management 
application has been prototyped which sends context and user information to the 
Concept Modeler and integrates the retrieved information within the content pages for 
the users, see also Figure 7. The Context-Sensitive Concept Modeler, developed at the 
IICM (see for example [Gütl et al., 2006]) and MISTRAL User Modeler have been 
used for managing and delivering personalized concepts. 

4 Lessons Learned 

The aim of this section is to outline the most important findings and areas for 
improvement from our informal qualitative evaluation. In this process, members of 
the research team, other domain experts, and students were involved. Moreover, 
within the exploitation work package of the MISTRAL project, feedback has been 
collected from application providers and vendors as well as from their customers in 
the domain of knowledge management and meeting support systems. 

4.1 MISTRAL Core System 

From the architectural point of view, the service-oriented architecture (SOA) is very 
promising in terms of flexibility, extensibility, exchangeability and scalability. In 
particular, SOA supports modern business strategies and enables the integration of the 
MISTRAL system or selected MISTRAL units into companies’ existing IT 
infrastructure. However, servicing a completely distributed system in terms of 
distributed data processing and information extraction is restricted because of the high 
network traffic caused by moving large datasets of meeting recordings. To overcome 
that, research for an agent-based approach by applying mobile agents to reduce 
network traffic and enable flexibility is of great interest. 

By focusing on the sound processing unit, MISTRAL’s setup using an array of far 
field microphones has resulted in the advantages that meeting participants can move 
and act dynamically within the meeting environment. However, processing and 
information extraction tasks from signals of far-field microphones are faced with echo 
effects and higher intensity of ambient noise. Near-field or body-mounted 
microphones can improve the situation and this setup will also satisfy most business 
applications. Another interesting research approach is to post-process the signals in 
order to build a virtual directional microphone focusing on the spatial area of interest, 
e.g. to the current active speaker. The performance of speech-to-text transcripts based 
on speaker-independent methods applied on noisy signals was very poor. This is 
contrasted by business needs, which are of particular interest in this part of the 
MISTRAL application. Further research of interest in this area includes the 
application of user-dependent methods and meeting-specific (topic) dictionaries. 

From the video-processing viewpoint, an improved and robust method has been 
developed for the MISTRAL project, which can not only detect faces but also track 
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these detected faces. This feature enables further training data collection for the 
improvement of the face recognition process, i.e. it provides additional data for 
improving underlying model for recognition process. Main problems are caused by 
poor light conditions and low pixel resolution (e.g. participant is far away and face 
covers only a small area of the video). Further research of interest for “electronically” 
zooming into the most interesting parts of meeting activities in real-time is motivated 
by concrete business application needs in order to support remote meeting participants 
focusing on main activities. 

By focusing on the sensor data processing unit, information about meeting 
participants’ interaction with the presenter PC provides helpful information about 
documents used in meetings (e.g. presentation slides, Web pages and documents from 
corporate knowledge space). Additionally, topics and main concepts currently talked 
about can be inferred by means of the text processing unit. Personal note taking and 
documents used within the meeting by meeting participants’ notebooks are indeed of 
interest, but they also raise great security and privacy aspect concerns. 

The text-processing unit is mainly applied to extract named entities and key 
concepts from textual information, such as speech-to-text transcripts, presentation 
slides and meeting-relevant documents. From the business application viewpoint, 
such extracted information is of great interest in order to enrich meeting sequences 
with metadata which will subsequently be indexed. Furthermore, extracted 
information from presenter PC and the meeting domain knowledge are of interest for 
improving the extraction methods and therefore speech-to-text transcripts. 

From the viewpoint of the merging unit, it is particularly challenging to merge 
fuzzy temporal and spatial co-occurrence of information from diverse modalities. 
However, the fusion of comparable semantic information from different modalities 
can be used to boost or weaken the confidence level of semantic information extracted 
by the unimodal units. Based on former extracted information, the semantic 
enrichment unit focuses on the inference of higher semantic actions and concepts as 
well as on detection of contradictions. From this perspective, it is very complex to 
model such actions and concepts, and it requires the ability to compromise 
settlements. For example, it is not clear how to model the difference between a short 
interruption in a presentation and a discourse. Both units deliver their results either in 
a MISTRAL-specific XML format or it can also be transformed into the MPEG-7 
data format. Specifying the data structure has taken a lot of effort. After evaluating 
some alternatives, we have decided to follow an event-based notation. Data structure 
mapping into the MPEG-7 format was again very complex. We have encountered 
interoperability problems because of the openness of definitions in the standard. To 
overcome this, a mapping was defined, which builds on the MPEG-7 Detailed 
Audiovisual Profile, see also [Bailer et al. 2006]. 

Focusing on the data repository, not only access rights are important for this unit, 
but also privacy aspects and legal problems may become an issue in practical 
applications. According to business application requirements, the simple centralised 
management of meeting recordings and meeting-related documents in file hierarchies 
need to be improved in order to support multi-media databases and existing document 
repository infrastructure. 
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4.2 MISTRAL Semantic Application 

From the architectural viewpoint, our approach for meeting information retrieval and 
visualization has been shown to be very flexible in terms of integrating different data 
sources for the indexing process and for accessing these different sources by the 
visualization tools. Moreover, meeting information can be integrated into other 
systems at different levels, from pre-processed data structures to meeting information 
retrieval results to meeting information visualization. This flexibility meets in 
particular business requirements for diverse application scenarios identified from the 
MISTRAL exploitation work package. 

By focusing on the Preprocessor unit, it enables a flexible support (1) to handle 
diverse document and file formats, (2) to access different data repositories, and (3) to 
prepare a selective number of metadata (metadata fields as well as type and extent of 
content) on different granularities of the meeting (e.g. meeting segments and meeting 
agenda). Our approach builds on the xFIND Gatherer, which supports the retrieval of 
documents by different protocols such as http, ftp and file access. Different document 
types are processed by appropriate filters in order to extract metadata and content. For 
the MISTRAL project, specialized filters have been implemented to deal with the 
MISTRAL-specific file formats. The current solution has two drawbacks: first, 
document filters need to be implemented as an xFIND Gatherer component. Second, 
all data files from repositories need to be retrieved and pre-processed to extracting 
data of interest. This can cause heavy network loads in a distributed system, for 
example if video data from meeting recordings are used to produce thumbnails of 
meeting scenes. To overcome these drawbacks, other approaches need to be 
researched, such as applying mobile agents and the like. 

Evaluation results in the context of the Meeting Information Indexer unit has 
shown that the indexing of and searching for meeting information at different 
granularities (entire meeting as well as segments of speaker activities, agenda topics 
and presentation slides) meet users information needs given by identified business 
application scenarios. However, specifically for speaker segment granularity, we have 
also encountered the problem that some segments contain minimal valuable content. 
To illustrate this, let us consider meeting participant A, who starts a sentence and will 
be interrupted by participant B, who finally takes over the discussion. Short 
statements that agree or disagree to previous statements are another type of problem. 
Such segments are useless without the context of the entire discussion. Within the 
scope of the MISTRAL retrieval and visualization application, this is still an open 
issue and it provides the possibility for further interesting research. The powerful 
search functions are also positively evaluated, such as searching in specific metadata 
fields (e.g. search only in speech-to-text field), Boolean search of specific metadata 
fields from different modalities (e.g. search for speaker segments having term ‘x’ in 
speech-to-text field and having term ‘y’ in presentation slide content), and filter 
functions for the search results (e.g. search for a term in speech-to-text and filter by 
one or more meeting participants). However, this great variety of retrieval 
functionality has also evaluated as too complex for simple users or employees. This 
has resulted in simplified user interfaces for the MISTRAL visualization tools and in 
the approach for concept-based access to meeting information, which is also 
discussed in the remainder of this section. 
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By focusing on our experiences of the MISTRAL Visualization Tools, we have 
started with the “search-engine” like approach in order to take the above evaluation 
results into account. Test users have agreed that the search forms keep the cognitive 
load for query formulation low. In particular, specialized search forms for meeting 
information, speaker segments, speaker information and agenda information are 
positively noted. Subjects have also very positively evaluated search results 
presentation providing most important information based on the meeting granularity 
level of interest. However, they also emphasized the problem that for some 
information needs, parts of the information rendered for a search result are not that 
important, and they suggested to improve the UI by simply enabling configuring the 
extent of the search results. Furthermore, we have also learned that some application 
scenarios require larger sets of meeting data, such as the need to find out how often 
meeting participants talk about a specific topic in all meetings for one project. This 
has motivated us to develop a meeting information visualization to provide 
comprehensive overviews and to enable users to discover information from different 
visualization metaphors. This part of the MISTRAL project has been recently finished 
but not yet evaluated. 

The two instances of the Modeler unit, namely the User Modeler and the Meeting 
Modeler, have only been prototyped in a very experimental stage. First experiences 
have shown that comprehensive information about meetings and about meeting 
participants can be usefully integrated in meeting applications. This fits well also into 
identified business application needs. In order to take further advantage of the 
modeling systems within the MISTRAL application, further research work needs to 
be conducted to discover how to integrate user and group-specific meeting 
information into business-wide user and group profiles. 

4.3 Concept-based Access for Knowledge Transfer and Learning Activities 

The MISTRAL Meeting Retrieval and Visualization Application has been evaluated 
overall as quite good for enabling retrieval and access of relevant meeting information 
and for supporting the exchange of knowledge. It could even be used to access 
learning-relevant “real-life” business information, such as discussions of specific 
problems about a topic and decisions reached with how to handle similar problems 
and the like. However, a drawback has been identified in that the MISTRAL 
application is still an isolated application that needs to be actively accessed by 
employees. This finding is also supported in literature as outlined in 2.3. To overcome 
this problem, we have developed an approach for concept-based access to the 
MISTRAL Meeting Information Application from employees’ daily working 
environments. Our experimental prototype implementation has shown the successful 
integration of meeting information as learning background information (additional 
learning content) within a learning environment. Furthermore, we have learned that 
the solution approach is also applicable for other information systems. The context-
dependent and personalized offer of relevant additional content on the logical level of 
concepts has been seen as the major strength of the application. It supports 
explorative learning activities and enables employees or learners to contextualize 
main learning content by business-centric additional information. Additionally, hiding 
complex search queries for specific information needs by simply selecting 
corresponding concepts has been evaluated positively. Despite the simple way to 
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create and manage concepts, the human effort has been seen as the major drawback of 
the approach. Based on that, research needs to be conducted to find out how to further 
support users or even automatically compile relevant concepts for such applications. 

4.4 Further Remarks 

As one of the concluding remarks, we want to stress the main advantages of the 
MISTRAL system compared to other meeting information systems: (1) flexible 
architecture based on the service-oriented approach, (2) feedback of extracted 
information from one unit to improve extraction performance form other units, 
(3) usage of content information from presenter PC to gain information about the 
agenda topic and to improve speech-to-text transcripts, (4) MPEG-7 support, 
(5) indexing and retrieval granularities based on the entire meetings, speaker 
segments, agenda topics and presentation slides, (6) simple “search-engine” like user 
interface and search results presentation providing most important information based 
on the meeting granularity level, (7) integration of the meeting application within 
daily business working environment, and (8) support for learning activities. 

Within the exploitation work package, we have identified together with 
knowledge management vendors the following promising business application: 
(1) Completely Virtual meetings become increasingly important in modern business 
life and tools basically support these communication forms. However, there is still a 
lack in terms of ‘intelligently’ archiving the meeting information and to fully integrate 
this information in project management tools or in knowledge management systems. 
(2) Nevertheless, face-to-face meetings are still important because they are necessary 
to foster and preserve trust. However, it is very unlikely to bring together a large 
group of people at the same place because of today’s high business travel activities 
and distributed organizational structures. Therefore, a combination of face-to-face 
meetings with remote meeting participants often becomes what we call a “hybrid 
meeting”. A modern meeting information system can not only help to archive meeting 
information, but also support remote participants focusing on the main activities by 
simply transmitting the most important section of the video picture. This could be 
particularly helpful in case of using mobile devices and low bandwidth connections.  

Finally, we have also learned within the MISTRAL project that such systems 
could raise problems concerning privacy aspects. We therefore recommend the 
implementation of policies for recording, archiving, accessing and analysing such 
information. 

5 Conclusions and Further Work 

In this paper we have focused on technology-enhanced meetings and meeting support. 
Based on the motivation for such systems, we have outlined a variety of tools and 
technologies supporting meetings through their every stage, namely pre-meeting, in-
meeting, and post-meeting.  

Technological meeting support has been an active research for decades, however, 
particular interest in meeting information systems has emerged within the last years. 
Such systems may include technology-enhanced meeting rooms as well as tools for 
multi-modal meeting recording, automatic meeting information extraction and 
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annotation, in-meeting support, meeting information archiving, indexing, retrieval and 
visualization. Various research projects in Europe and in USA have focused on 
multimodal meeting recordings and on their semantic information extraction and 
retrieval. Despite these great interest and research activities, insufficient attention has 
been paid to flexible architectures, interchangeability of meeting information, and the 
integration of this meeting information into business processes and applications. 

Research and development activities within the MISTRAL project have been 
directed to overcome the problems stated above. The two-year project resulted in an 
approach towards a flexible and extendable system that can be easily integrated into 
daily working environments. It enables users to search, retrieve and access relevant 
information on different granularities of meetings. First experiences have shown that 
the system can be applied to support knowledge transfer for various business 
processes, and that it can also be part of the corporate learning environment. Overall, 
first experiences are promising, however, a great deal of further research can still be 
conducted. 

For future work, we intend to evaluate two aspects in detail: first, the application 
of meeting information for corporate learning activities in a real-life setup, and 
second, the usability of our implemented meeting information visualization 
metaphors. Furthermore, we want to research enhanced methods for speech-to-text 
transcripts by taking into account speaker characteristics, knowledge domain of the 
meeting and information from the presenter PC. We are also interested in applying the 
system for processing recorded lectures (e.g. MIT open courseware repository) to 
make them searchable and accessible on a semantic level. Finally, together with a big 
software developing company on knowledge management system, we are currently 
working in the early planning stages of a concept being designed to integrate parts of 
our research results with the improved archiving and retrieval features of the 
company’s virtual meeting tool. 
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further information see also http://www.m4project.org and http://mmm.idiap.ch. 
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