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Abstract: Visual mining methods enable the direct integration of the user to overcome major
problems of automatic data mining methods, e.g., the presentation of uninteresting results, lack of
acceptance of the discovered findings, or limited confidence in these. We present a novel subgroup
mining approach for explorative and descriptive data mining implemented in the VIKAMINE
system. We propose several integrated visualization methods to support subgroup mining. Fur-
thermore, we describe three case studies using data from fielded systems in the medical domain.
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1 Introduction

Knowledge discovery in databases (KDD) tasks[Fayyadet al., 1996] aim to identify
novel, potentially useful, and interesting knowledge. However, in real-world settings
novelty and interestingness criteria of the user often cannot be fully satisfied (e.g.,[Atz-
muelleret al., 2005b]): quite similar to a search query submitted to a web search engine,
the application of purely automatic methods can yield a huge number of results that are
possibly uninteresting, not novel or not useful. Furthermore, often automatic methods
are not transparent enough for the user. Visual mining approaches (e.g.,[Wills and
Keim, 2002; Kl̈osgen and Lauer, 2002]) are often a promising option since visual tech-
niques can increase the effectiveness of automatic methods by utilizing the perception
and general knowledge of the user. Furthermore, user integration can also increase the
degree of confidence concerning the discovered findings. In an active mining approach
[Motoda, 2002; Gambergeret al., 2003] automatic methods can be supplemented by
visual methods effectively.

We apply a subgroup mining approach (e.g.,[Wrobel, 1997; Kl̈osgen, 2002]) for
explorative and descriptive data mining to obtain an overview of the dependencies be-
tween a specific target (dependent) variable and usually many explaining (independent)
variables. A subgroup can be defined as a subset of the target population with a (distri-
butional) unusualness concerning a certain property we are interested in; e.g., the risk of
coronary heart disease (target variable) is significantly higher in the subgroup of smok-
ers with a positive family history than in the general population. The unusualness (or
interestingness) of a subgroup is formalized by a user-defined quality function.
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In general, there are three fundamental paradigms for exploratory data discovery
systems: search, visualization, and interactive navigation. We combine automatic and
interactive search methods, and present a novel visualization-based approach for active
subgroup mining supporting exploration and analysis. We have implemented the pro-
posed approach for semi-automatic visual subgroup mining in the VIKAMINE (Vi-
sual, Interactive and Knowledge-intensive Analysis and Mining Environment) system.

The rest of the paper is organized as follows: We discuss the process model for semi-
automatic visual subgroup mining, introduce the general task of subgroup mining and
summarize the automatic methods of VIKAMINE in Section 2. Then, we describe the
visual subgroup mining approach in Section 3 and discuss related work. In Section 4
we summarize three case studies using data from fielded medical systems in the domain
of sonography and in the domain of dental medicine, to demonstrate the applicability
and benefit of the approach. We conclude the paper in Section 5 with a discussion of
the presented work and we show promising directions for future work.

2 Process Model for Semi-Automatic Visual Subgroup Mining

In the following, we introduce the process model for semi-automatic visual subgroup
mining. After that we define the general subgroup mining task, discuss helpful back-
ground knowledge, and outline automatic methods supported by VIKAMINE .

The process model is depicted in Figure 1: the dotted boxes represent steps sup-
ported by helpful visualization methods as described in Section 3. We distinguish two
main tasks: (1) discovering (SD) a set of subgroups, and (2) evaluating and refining the
set of the most interesting subgroups. Furthermore, an important initial step, i.e., select-
ing the relevant objects for analysis – the target and the set of independent variables –
can be supported by overview visualizations that show the distributions of variables. In
our approach, (incremental) subsequent tuning of these variables is also supported, e.g.,
utilizing background knowledge as discussed below.

Figure 1: The Semi-Automatic Visual Subgroup Mining Process

In this process both interactive and automatic elements are combined in an active
mining approach (c.f.,[Motoda, 2002]): the user is directly integrated into the subgroup
mining process and can manipulate the subgroup descriptions interactively.
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Basic Subgroup Mining
Before defining the subgroup mining task, we first introduce the necessary notions con-
cerning our knowledge representation schema. LetΩA the set of all attributes. For each
attributea ∈ ΩA a rangedom(a) of values is defined. Furthermore, we assumeVA

to be the (universal) set of attribute values of the form(a : v), wherea ∈ ΩA is an
attribute andv ∈ dom(a) is an assignable value.

For a subgroup mining task there are mainly four main properties: the target vari-
able, the subgroup description language, the quality function, and the search strategy.
An efficient search method is necessary due to the exponential search space: commonly,
beam search is used because of its efficiency[Kl ösgen, 2002]. The target variable may
be binary, nominal or numeric. We will focus on binary target variables – to discover
subgroups with a high share of the target variable.
A subgroup mining problem encapsulates the target variable, the search space of inde-
pendent variables, the general population, and additional constraints.

Definition 1 Subgroup Mining Problem. A subgroup mining problemSP is defined
as the tupleSP = (T,A, C,CB) , whereT ∈ ΩA ∪VA is a target variable,A ⊆ ΩA is
the set of included attributes,CB is the case base representing the general population
consisting of cases (also called instances), andC specifies (optional) constraints for the
mining process.ΩSP denotes the set of all possible subgroup mining problems.

Definition 2 Subgroup Description. A subgroup descriptionsd = {ei} specifies the
individuals belonging to the subgroup: it consists of a set of selection expressions (se-
lectors)ei = (ai, Vi) that are selections on domains of attributes, whereai ∈ VA, Vi ⊆
dom(ai). A subgroup description is defined as the conjunction of its contained selection
expressions. We defineΩsd as the set of all possible subgroup descriptions.

Definition 3 Quality Function. A quality function q : Ωsd × ΩSP → R evaluates
a subgroup descriptionsd ∈ Ωsd given a subgroup mining problemSP ∈ ΩSP . It
measures the interestingness of the subgroup and is used by the search method to rank
the discovered subgroups during search.

For binary target variables, examples for quality functions are given by

qBT =
(p− p0) ·

√
n√

p0 · (1− p0)
·
√

N

N − n
(1) , qRG =

p− p0

p0 · (1− p0)
, n ≥ TSupp (2)

wherep is the relative frequency of the target variable in the subgroup (i.e, the target
share of the subgroup),p0 is the relative frequency of the target variable in the total
population,N = |CB | is the size of the total population, andn denotes the size of
the subgroup. In contrast to the quality functionqBT (Binomial Test) (e.g.,[Kl ösgen,
2002]), the quality functionqRG (RelativeGain) only compares the target shares of
the subgroup and the total population measuring the relative gain. Therefore, a suitable
minimum coverage thresholdTSupp is necessary.
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Background Knowledge for Subgroup Mining
While visualization methods make use of the implicit background knowledge of the
user, subgroup mining methods can also utilize explicitly formalized knowledge, e.g.,
constraints, ontological knowledge, and abstraction knowledge. In the following, we
summarize these important knowledge elements and refer to[Atzmuelleret al., 2005b]

for a detailed discussion.
Constraints restrict the search process/space by specifying the attributes and at-

tribute values of interest. In addition, a set of attribute values can be used to define
additional meta values specific to the application domain. For example, for the attribute
cirrhosis of the liverthe valuespossibleandprobablecan be defined as a disjunctive
attribute value. Furthermore, constraints can also include quality and syntactical con-
straints that filter the mined patterns during the discovery process.

Abnormality/normality information is part of the ontological knowledge that in-
cludes information about the domain ontology. For example, consider the attribute tem-
perature with the value rangedom(temperature) = {normal, marginal, high, very high}.
The valuesnormalandmarginaldenote normal states of the attribute, while the values
high andvery highdescribe abnormal states. Using abnormality information, we can
define meta values containing several attribute values with certain abnormality cate-
gories. Ordinality information is used to indicate the ordinal attributes which can be
used to construct certain ’ordinal groups’, e.g., summarizing certain consecutive age
groups. In general, specifying appropriate meta values can significantly increase the in-
terpretability of mined subgroup patterns for the domain specialist. Another example for
ontological knowledge is given by attribute weights that specify the relative importance
of an attribute.

Derived attributes (abstraction knowledge) play a special role in the mining process.
These attributes are constructed according to the needs of the user – as rule-based ab-
stractions that can be refined incrementally during the process; they are inferred from
basic attributes or other derived attributes. For example, a derived attribute can combine
similar attributes to reduce the search space, and to increase the interpretability.

Automatic Subgroup Mining using VIKAMINE
The subgroup mining tool VIKAMINE also includes automatic mining methods be-

sides the visualization methods described in Section 3: several standard search algo-
rithms (e.g.[Kl ösgen, 2002]) are supported, e.g., beam-search (optionally using strong
heuristics for pruning), exhaustive search for constrained search spaces, andpatient
search strategies, e.g., the PRIM algorithm[Friedman and Fisher, 1999].

All these algorithms can utilize background knowledge as introduced above. Ad-
ditionally, for interactive use of the automatic algorithms, initial subgroups (hypothe-
ses) can be provided for further automatic refinement. Furthermore, subgroups can be
clustered to identify similar subgroups (with the same extension, i.e., the same set of
covered instances) to find discriminative sets of subgroups. More details can be found
in [Atzmuelleret al., 2005b].
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3 Visual Subgroup Mining

TheVisual Information Seeking Mantraby [Shneiderman, 1996], ”Overview first, zoom
and filter, then details-on-demand” is an important guideline for visualization. In an
iterative process, the user is able to subsequently concentrate in the interesting data
elements by filtering uninteresting data, and focusing (zooming in) on the interesting
elements, until finally details are available for an interesting subset of the analyzed
elements. We implement this principle in a component (thezoomtable) for visualizing
the individual distributions of variables: first, the zoomtable can be used to obtain a
quick overview of all the variables for analysis. Additionally, it supports the visual
search process directly by providing helpful information using visual markers.

Furthermore, we present several techniques for evaluating sets of subgroups. These
are visualized for an easier comparison, such that the user is enabled to select the rele-
vant patterns directly in order to identify a small number of highly discriminative and
distinct subgroups with a high overall quality. The proposed approach provides a novel
integration and effective combination of the individual visualization techniques such
that the user can utilize each visualization as needed during the mining process. We
illustrate the presented visualization methods by examples from the three case studies
presented in Section 4.

3.1 Visualizations for Explorative Subgroup Mining

In this section we present two visualizations for interactive and explorative subgroup
mining. First, we discuss the zoomtable that enables an overview of the important vari-
ables but can also be used in the subgroup discovery step directly. After that, we de-
scribe thesubgroup tuning tablethat can be used to optimize a given subgroup by small
variations that improve the subgroup – according to objective or subjective quality cri-
teria, e.g., complexity, unusualness or interpretability. In general, the zoomtable shows
the value distributions of selected analysis variables in the rows of the table correspond-
ing to the attributes in the first column. Additionally, the zoomtable can contain visual
markers for guiding the discovery process that are configurable on the fly.

As an example for a simple configuration, the main component of the zoomtable is
depicted in Figure 2. In this figure, the frequencies of the individual values are given be-
low the value names, and the widths of the cells are evenly scaled. Then, a first overview
of the value distributions can be obtained. Additionally, the zoomtable can be used for
simple correlation analysis similar to basicOLAP(Online Analytical Processing)[Han
and Kamber, 2000] techniques: in thesortedmode, the different rows of the zoomtable
can be analyzed w.r.t. other rows, i.e., given a sorting attribute the values of the other
attributes are grouped by the values of the respective attribute. An example is shown
in Figure 3. In this zoomtable screenshot the cells are not evenly scaled but the width
of a cell depicting an attribute value relates to the frequency of the respective attribute
value; the values of the attribute ”Attachmentloss” are sorted according to the attribute
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Figure 2: Showing value distributions in the Zoomtable

”Lockerungsgrad” (tooth lax) in the first row. This mechanism can be extended using
further sorting attributes such that the values of an attribute are grouped by the several
attributes according to a sorting order. Then, the value cells are split up recursively,
depending on the attributes that are higher up in the sorting order.

Figure 3: Simple Correlation Analysis in the Zoomtable

For subgroup mining, we utilize additional capabilities provided by the zoomtable.
Given a subgroup mining problem defined by the target variable, the set of relevant
attributes and additional constraints, the attributes can directly be visualized in the rows
of the zoomtable. Then, we can utilize additional information displayed in its cells.

Applying the zoomtable for subgroup mining is exemplified in Figure 4. This screen-
shot contains thecurrent subgroup view(Annotation I) showing the binary target vari-
able ”Error Analysis: (EX;;;red; [FP,FN])” that is true for cases where a dental con-
sultation system wrongly inferred a tooth to be extracted; the single selector of the
current subgroup is given by ”Attachmentloss = gravierend, 31-50%” (attachmentloss
= strong). The bars (Annotation II) depict the target distributions in the whole popula-
tion (upper bar: 108 positives vs. 670 negatives), and in the subgroup (57 vs. 115). The
left part of a bar shows the positives, the right part the negative instances. Usually the
positives are shown in green color, and the negative instances in red color (in Figure 4
the colors are interchanged due to the error analysis task). The zoomtable (Annotation
III) shows the distribution of the data restricted to the currently selected subgroup: each
row of the zoomtable shows the value distribution of a specific attribute limited to the
cases covered by the current subgroup; the width of each cell relates to the frequency
of the respective attribute value.

For a detailed view, Figure 5 shows the abstract structure of a row of the zoomtable
including the type of the attribute, its current ranking, the attribute name, and its value
distribution annotated with several visual markers. In general, two of the most impor-
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Figure 4: Visual Subgroup Mining using the Zoomtable

tant parameters of a subgroup are thetarget share(p) (c.f., Section 2) and thesize(n)
of the respective subgroup. There is always a trade-off between these parameters that
is usually formalized by the applied quality function. So, for the interactive part of
the semi-automatic process for subgroup mining, we want to visualize possible future
changes or improvements regarding these parameters. Thesubgroup sizew.r.t. a future
subgroup is given by the width of a specific selector cell. The current target share is
visualized in the individual cells by visual markers: (a) indicates the positive and (b)

Value1 Value2

<Type> <Num>:<Attribute> ...

...

Figure 5: The Zoomtable – Detail View

the negative instances of the current subgroupSGc; (c) shows the positive instances for
the subgroupSGn, i.e., the subgroup that is constructed by including the particular at-
tribute value. If (c) is larger than (a), then the target share increases adding this selector.
Then, (d) shows the relative gain in the target sharep, comparing the subgroupsSGc

andSGn, i.e.,d ∼ c−a
b , c ≥ a, for an easier assessment of small cells. If the height of

(d) is zero, then the target share does not increase. If it fills the entire bar, then the target
share reaches 100%. We can relate this abstract structure to the table shown in Figure 4,
e.g., to the first row showing the attribute ”Lockerungsgrad” (tooth lax). Then the anno-
tations in the cell representing the value ”Grad I” (minor degree of tooth lax) indicate
that the target share significantly increases by adding this selector. So, by interpreting
these visual markers which are shown using different colors the user can immediately
identify promising improvements of the currently active subgroup.

Furthermore – if enabled – the zoomtable ranks the rows of the table with the most
significant improvement, shown by the number in the column left to the value cells in
Figure 4 (”Num” in Figure 5). For example, in Figure 6 the best selector ”Lockerungs-
grad = Grad I” (tooth lax = minor) has been added to the current subgroup, compared
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to Figure 4. Now, the selector ”Klinische Krone = 3-5mm, defektfrei” (crown length =
3-5mm, undamaged) is a potential candidate for further subgroup refinement.

Using such zooming operations, i.e., selecting selectors, the user can manipulate
the current subgroup by one click selecting cells in the zoomtable; the zoomtable is
animated and updated immediately w.r.t. the respective value distributions. Then, inter-
active exploration can be performed very easily and effectively.

Figure 6: Visual Subgroup Mining using the Zoomtable - ”Zooming In” Operation

Figure 7 shows a detailed subgroup tuning table. It is used, if the important (inter-
esting) attribute values have been determined, e.g., using the zoomtable. The user can
try out a (user-selected) limited number of choices (de-)selecting attribute values by a
single click in a value cell – subgroup specialization and generalization – and immedi-
ately assess the impact of the modifications. Slight variations of a subgroup description
can be more interesting depending on the preferences and requirements of the user
[Atzmuelleret al., 2005b]. The individual subgroups are shown in the rows of the table.

Target Variable: Gallstones Age: 1 = <50, 2 = 50-69, 3 = >=70
# Age Sex Liver size Aorta sclerosis Sex: m = male, f = female

1 2 3 m f 1 2 3 4 5 6 n c Size TP FP Pop. p0 p RG Bin. QF Liver size: 1 = smaller than normal,
1 X X X X X X 89 37 52 3171 0.172 0.416 1.71 6.17 2 = normal,
2 X X X X X X X 119 46 73 3171 0.172 0.387 1.5 6.31 3 = marginally increased,
3 X X X X X X X 132 51 81 3171 0.172 0.386 1.5 6.66 4 = slightly increased,
4 X X X X X X 190 68 122 3177 0.172 0.358 1.3 6.99 5 = moderately increased,
5 X X X X X 207 72 135 3171 0.172 0.348 1.23 6.92 6 = highly increased
6 X X X X X X X 64 22 42 3171 0.172 0.344 1.2 3.67 Aorta sclerosis: n = not calcified, c = calcified

Figure 7: Exemplary Subgroup Tuning Table

Subgroup parameters given in the columns are: (Subgroup) Size, TP (true positives),
FP (false positives), Pop. (defined population size), RG (relative gain) and the value of
the binomial quality functionqBT (Bin. QF), c.f., Section 2. For example, the first line
depicts the subgroup (89 cases) described byAge≥ 70 AND Sex=female AND Liver
size={slightly or moderately or highly increased} and Aorta sclerosis=calcifiedwith a
target share (gallstones) of 41.6% (p) compared to 17.2% (p0) in the general population,
with a relative gain of 171% (RG).
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3.2 Visualizations for Subgroup Comparison and Evaluation

Subgroup mining typically aims to identify a small set of distinct high quality sub-
groups. Automatic approaches for subgroup selection, i.e., methods that aim to opti-
mize the set of subgroups suffer from several limitations. A subgroup can potentially be
described by several different subgroup descriptions, i.e., sets of selectors, if there are
multi-correlations between the individual attributes. Then, a representative subgroup
needs to be selected from the competing descriptions which is difficult using automatic
methods without including background knowledge. Furthermore, subjective quality cri-
teria of the user also need to be taken into account: e.g., the individual trade-off between
subgroup size and target, the complexity of a subgroup, the unususualness, and finally
the (subjective) interestingness of the subgroup: these criteria are hard to assess without
user integration. In the following we describe two types of visualizations for the pro-
posed semi-automatic approach: visualizations for comparing the quality characteristics
of subgroups and for assessing hierarchical/redundancy relations between subgroups.

Comparing Subgroup Quality Parameters
For comparing individual subgroups we propose a specialized visualization – thestacked
bar visualization similar to a spineplot[Theus, 2002]. In this visualization we aim to
(1) show the most important subgroup parameters (sizen and target sharep) that should
be (2) easily comparable, in a (3) compact way, such that it is possible to include a high
number of subgroups in this visualization.

Figure 8: Stacked Bar Visualization

An example of the stacked bar visualization that corresponds to the subgroups
shown in Figure 7 (referenced by the numbers in the first column) is shown in Figure 8:
the combined area of a stacked bar shows the subgroup size (the relative size w.r.t. the
total population is also printed above the bars), and the shares of the positive/negative
instances are depicted by the areas of the lower/upper bars. The default target share is
indicated by a vertical line within the lower bars which can be compared to the height
of the lower bars representing the target share of the subgroup. The stacked bar visual-
ization has the important property that the relevant information for a subgroup, the size
and the target share is directly shown in the visualization. Since the bars are arranged
horizontally, this visualization is suitable for comparing large sets of subgroups.
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Comparing Subgroup Relations
To compare the characteristics of several subgroups, we describe an overview visualiza-
tion to identify the specialization/generalization relations between subgroups. Further-
more, we provide an overlap/clustering visualization to identify overlapping subgroups,
since subgroup mining methods are not necessarily covering approach.

If all selectors of the description of the subgroupA are contained in the description
of the subgroupB, thenA is a generalization ofB andB is a specialization ofA.
This relation can be visualized as a graph (e.g.,[Kl ösgen and Lauer, 2002]), where the
subgroups are the nodes and an edge fromA to B exists ifB is a specialization ofA.
The overview visualization is shown in Figure 9. Each bar depicts a subgroup: the left

Figure 9: Overview on Sets of Subgroups

sub-bar shows the positives and the right one the negative instances of the subgroup; it
is easy to see that the sizen is the sum of these parameters, and that the target share is
obtained by the fraction of positives and size. The quality of the subgroup is indicated
by the brightness of the positive bar such that a darker bar indicates a better subgroup.
So, we are able to include the most important parameters, i.e., the size, target share,
and the subgroup quality. Since the edges show which subgroups are specializations of
other subgroups, it is easily possible to see the effect of additional selectors.

The cluster visualization (given in Figure 10 containing the subgroups of Figure 9)
shows the overlap of subgroups (i.e., their similarity) and can be used to detect redun-
dant subgroups. For example, if all positive instances of a subgroupA are also contained
in another subgroupB with less negative instances, then the subgroupA is potentially
redundant. The similaritySGSim(s1, s2) of two subgroupss1 ands2 can be defined
using the intersection and the union of their instances:

SGSim(s1, s2) =
| s1 ∩ s2 |
| s1 ∪ s2 |

.

Thus, the cluster visualization can also show redundancy between subgroups that are
not similar w.r.t. their descriptions but only similar concerning the covered instances.
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Figure 10: Visualizing Overlap/Clusters of Subgroups

To indicate overlapping subgroups the cases are arranged in the same order for
each row corresponding to a subgroup. If an instance is contained in a subgroup, it is
marked in green, if it is positive, and red if it is negative, w.r.t. the target variable. To
determine the individual clusters, we apply a bottom-up hierarchical complete-linkage
clustering algorithm (e.g.,[Han and Kamber, 2000]), starting with the single subgroups
and merging the two most similar clusters recursively, as shown in Figure 10. The pro-
cess terminates if a certain similarity threshold is reached. This threshold can also be
determined automatically using an adapted algorithm from[Kirsten and Wrobel, 1998].

3.3 Related Work

There are several approaches that support the visual analysis of dependencies between
attributes:Attribute Explorer[Spence and Tweedie, 1998] uses a bar-chart visualization
of the attributes and visualizes where certain constraints of the attributes fail. TheIn-
foZoomsystem[Spenke, 2001] visualizes the value distributions of attributes in single
rows of a table, and allowszooming inon individual values. Our approach was inspired
by this idea but extends it significantly, since we also guide the user during the sub-
group mining process by visualizing additional quality parameters such as the future
target share, and the gain of a specific selector directly in the zoomtable. Changes in the
zoomtable are also visualized with respect to the current subgroup dynamically.

For comparing subgroups, several visualizations have already been proposed (c.f.,
[Gambergeret al., 2002]), e.g., displaying subgroups using circles or boxes. In contrast
to these, the presented stacked bar visualization includes all the relevant parameters
and enables their comprehensive comparison which is often problematic for the other
approaches, e.g., for small subgroup sizes.

The specialization hierarchy is inspired by a similar graph by[Kl ösgen and Lauer,
2002] but there the quality of a subgroup is not visualized directly. In addition, we also
include other relevant parameters, e.g., the target share in this visualization. By visual-
izing the positive and negative instances of each subgroup in the graph it is possible to
see the direct effect of additional selectors in the respective subgroup descriptions.
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4 Case Studies

The first two case studies were performed in the medical domain of sonography: we
used subgroup mining for knowledge discovery, i.e. discovering subgroups in which
the presence of a disease is significantly more probable than in the whole population.
The second case study aimed to identify characteristic profiles of examiners for quality
control. The third case study concerns the domain of dental medicine were we used
subgroup mining for interactive knowledge refinement of a knowledge-based system.

4.1 Case Studies – Knowledge Discovery and Quality Control

For the first two case studies we used cases taken from the SONOCONSULT system
[Huettig et al., 2004] – a medical documentation and consultation system for sonog-
raphy – that is in routine use. The applied SONOCONSULT case base for the first case
study contains4358 cases, for the second case study we used7096 cases. The domain
ontology contains about 560 attributes with about 5 symbolic values on average. This
indicates the potentially huge search space for subgroup discovery.

For both case studies, we first applied automatic subgroup mining methods. It turned
out, that too many results were discovered; most of these were not regarded as (clini-
cally) interesting or were already known to the domain specialist. Therefore, the domain
specialist directly used the VIKAMINE system, both the visual and automatic compo-
nents in a semi-automatic approach. Automatic methods were used to refine hypothe-
ses, and to provide initial starting points for further analysis. Additionally, background
knowledge could be integrated very effectively to focus the search on the subset of
interesting patterns. The discovered subgroups were evaluated by domain specialists
according to (clinical) novelty, interestingness, and actionability aspects.

The first case study applied subgroup mining for knowledge discovery, i.e., discov-
ering characteristic subgroups for certain diseases, e.g., the subgroupAge≥ 70 AND
Sex=female AND Liver size={slightly or moderately or highly increased} and Aorta
sclerosis=calcifiedfor the target variableGallstones. Figures 7 and 8 show some fur-
ther (clinically) interesting subgroups that were discovered.

The second case study applied subgroup mining for quality control concerning doc-
umentation purposes. Since sonographic examination and documentation is highly de-
pendent on the skills of the examiners, there are significant deviations concerning their
documentation behavior. If these deviations can be identified they can potentially be
utilized for training purposes. To identify such deviations the subgroup mining method
is used to discover documentation patterns, i.e., certain symptom combinations that
are observed significantly more (in-)frequently in conjunction with certain examiners.
Examples of the discovered profiles are shown in Figures 9 and 10, e.g., the subgroup
Liver Plasticity=moderately reduced AND Liver Echogenicity = moderately or strongly
increased. For a more detailed description we refer to[Atzmuelleret al., 2005b] and
[Atzmuelleret al., 2005c], respectively.
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Applying the process model, the domain specialists considered the visualization
component very helpful, since it enabled an easy step by step analysis: single factors
could be identified first, and then the respective subgroups were refined. This rapidly
enabled first positive results for the domain specialists. Furthermore, subgroups discov-
ered by the automatic search method were also validated and refined interactively. The
domain specialist considered it extremely helpful that the process provided effective
incremental feedback improving promising initial results.

4.2 Subgroup Mining for Knowledge Refinement

The third case study was performed in the domain of dental medicine implemented
with a consultation and documentation system for dental findings regarding any kind
of prosthetic appliance. The system has been developed in cooperation with the depart-
ment of prosthodontics at the Ẅurzburg University Hospital. In the first level the system
proposes the teeth that could be conserved and the teeth that should be extracted, pro-
viding the system solution. For knowledge refinement we try to identify subgroups of
incorrectly solved cases using a binary target variable that is true, if the system solution
differs from the correct solution provided by a domain specialist. Then, we consider the
factors that describe the subgroup as indicators for changes to the knowledge base.

The semi-automatic process is essential for the interactive knowledge refinement
task: since we also experienced incorrect case descriptions purely automatic refinement
methods were not applicable since they require a correct case base. The domain special-
ist applying the VIKAMINE system was able to use the automatic methods to obtain
first coarse hypotheses. These were then checked and refined using the interactive tools.
Examples for the application of the subgroup mining process are given in Figure 4 and
Figure 6. The method was very well accepted by the domain specialist, who was able
to directly inspect and change the subgroups and cases by himself. Applying proposed
changes to the knowledge base turned out quite successful since we were able to reduce
the error rate by 50%. We refer to[Atzmuelleret al., 2005a] for further details.

5 Conclusion and Outlook

In this paper, we presented a novel semi-automatic approach for visual subgroup mining
implemented in the VIKAMINE system. We discussed the general subgroup mining
process, and described how it can be improved by user integration utilizing appropriate
visualization methods. We discussed the zoomtable as the proposed key visualization
technique to guide the subgroup mining process, and additionally presented several
visualizations for subgroup comparison and evaluation. We shortly discussed three case
studies that showed the applicability and benefit of the presented approach.

In the future, we plan to consider a combination of automatic and interactive tech-
niques for subgroup post-processing, e.g., combining automatic methods for causal
analysis of subgroups and appropriate visualizations for this task.
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