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Finding the Maximum Element Using P Systems
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Abstract: A nondeterministic, maximally parallel methodology for finding the maxi-
mum element in a set of numerical values is presented, suitable for being implemented
on P systems. Several algorithms of maximum search are then developed for different
types of such systems, namely using priorities, nested membranes and linked transport,
and their performances are evaluated accordingly. The proposed solutions are expected
to find application inside membrane models devoted to compute algorithmic procedures
in which the greatest element in a data set must be found. Dynamic algorithms for
DNA sequence alignment are an example of such procedures.
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1 Introduction

The capability of P systems [P&un and Rozenberg 2002, P&un 2002] to solve
in polynomial time problems that (provided that we do not have P = NP)
need exponential execution time if coded over traditional computing resources,
makes these systems especially eligible for dealing with NP-complete problems.
Conversely, the application of P systems to problems that have already found
efficient solutions on traditional computing architectures has, apparently, a mi-
nor relevance. A rearrangement of these solutions on membrane models in fact
raises several implementation problems that, in most cases, are not experienced
otherwise. From this point of view it does not make sense to rewrite well-known
algorithms with an aim to implement them on a P system: the drawbacks over-
whelm the possible advantages in this operation.

On the other hand, there is at least one strong point that justifies such
an operation. It is likely (or at least strongly hoped) that, sooner or later, P
systems will take their place in the set of computing resources awvailable to the
scientist, either running on traditional hardware in the form of simulations, or
being realized inside whatever type of device. In any case they will be in charge
of solving specific and often complex problems and tasks and, reasonably, these
tasks in their turn will rely on the solution of simpler subtasks whenever possible.

In particular, it is expected that P systems will find a relevant field of applica-
tion in the solution of bio-molecular problems [Fontana et al. 2004]. In this per-
spective we have started an investigation aimed at understanding if a relocation
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in the framework of P systems of the sequence alignment problem, well known in
bioinformatics [Lipman and Pearson 1985, Altshul et al. 1990], can gain insight
on the mechanisms ruling the alignment of the DNA, particularly those causing
the mismatchings that determine changes in the DNA structure during a species’
evolution. A first, unavoidable step in this investigation consists in reproducing
some well-known algorithms of sequence alignment inside P systems.

Interestingly, the exponential complexity of these algorithms becomes
(pseudo) polynomial if a dynamic approach is chosen instead of a naive one.
In the case of sequence alignment, dynamic programming asks for finding the
maximum element in a set of relative scores.

The literature on P systems touches this issue only partially, i.e., in a
computer-graphical problem of rectangular pictures tiling [Ceterchi et al. 2003]
and in the modeling of sorting algorithms [Alhazov and Sburlan 2003]. This
paper, then, focuses on the problem of finding the maximum element using
membrane systems—coming out with some interesting points of discussion—
and leaves the modeling of the rest of the DNA sequence alignment procedure
to a forthcoming research.

2 Nondeterministic, Maximally Parallel Search

It is known that the maximum between N numbers can be easily searched in
linear time on a serial machine, by comparing number pairs one after the other
[Cormen et al. 1990]. If m (parallel) computing resources come into play, then
at every computation step we can compare m pairs simultaneously—though,
in principle our processing unit might be able to evaluate not only pairs, but
also triples or even K-uples. Whatever the number m of processing units and
their parallel evaluation capability (i.e., the value of K), at the end of every
computation step we will have several relative maxima at hand. At this point
the maximum must be searched again on a reduced set of numbers, until reducing
this set to one single value. We will call this kind of approach to the problem
horizontal.

Alternatively, we should be able to count at least up to the maximum: during
this counting up, we must evaluate N data (possibly all of them at the same
time) just until all of them become smaller or equal than the value counted out.
This value is the maximum, and must finally be sent to the output. We will call
this second approach vertical.

We can cast the above considerations in the framework of a P system con-
taining N distinct symbol-objects, each with its own number of occurrences.
This P system selects the symbol having the largest number of occurrences, and
it will send out this value (thus solving a problem of mazimum search) possibly
along with the symbol itself (thus solving, in addition, a problem of mazimum
element search).
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Figure 1: “Horizontal” and “vertical” approach to the maximum search.

The horizontal approach calls for a procedure that works on symbols, whereas
the vertical approach calls for a procedure working on their occurrences (refer to
figure 1, in which 8 symbols xy, ..., zs are compared or, alternatively, a counter
stops as soon as no further occurrences of any two objects exist—that is, when it
counts up to 6—implementing the horizontal and the vertical approach, respec-
tively). We will model both approaches and discuss the efficiency and complexity
of each implementation in several types of membrane systems, namely using mul-
tiple priorities on the rules, multiple membranes, and linked transport. In the
following, we will indicate the number of occurrences of z with |z|.

3 Search With Priorities on the Rules

In the most simple case we can find the maximum M between two symbols, 1
and z3, by considering the following construct (for ease of notation, here and
in the following of the paper we will denote subsets of rules having the same
priority as r; : Ry, Ra, ..., Rs;, and as usual specify on the symbols r; a partial
order relation on the priorities among subsets):

V=A{z,2,0'}, T={}, w=ziey, (1)

! !

. o ' -
R={rxx2 = ro:2T1 = T, T2 =T, }, p=1{r >r}

First, either all symbols x; or x, are consumed and an identical number of
symbols z' are sent out by means of the rule ry : z122 — ;. Then, either the
remaining occurrences of x; or T3 are sent out in form of occurrences of z', in a
way that at the end of the computation it is clear that M = |2'| = max{k;, k2}.

In the meantime, the information on the maximum element is lost.
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The information on the maximum element is preserved by changing the rules
having priority 75 in &1 — 2} ., T2 = &5 ,,;, after inclusion of zf, 5 in V and
T. With this change the maximum is figured out as the number of primed sym-
bols sent out to the environment, and the presence of ] () in the environment
signals that the maximum element is x; (z2).

In general, we can extend to N symbols the reasoning leading to (1), by
repeatedly comparing pairs until one goes out of the skin membrane. For the sake
of simplicity we can consider N to be a power of 2—it is anyway possible to add
in the membrane system one occurrence of as many “ghost” symbols as needed
to achieve this condition, the maximum being unaffected by this operation.

The corresponding construct is the following one:

_ i ! ! "no_n " log N
V=A{x1,z2,...,2N, TUs Ty, Tiyyay T Ty TN/ z(log )},
_ (log N) k1 ks kn
T={z bow=ai'zy .y,
( . ’ ! / .
T T1T2 — Ty, T3T4 — Ty, ... Z'Nfll'N—)l'N/Q,W
. ’ / /
Tro @ Ty — Xq, T3 — Ty, ... .’L‘Nfl—)l'N/Q,
’ ' I
Ty = XY, Ty >TH, ... LN = Ty
Pl "o " ' ] "o
YL Ey = Y, LTy = Ly, Ty Ty TS
r. ] " ' " ' "
ry . xp >y, xp =k, ... Tnjo1 = Tha
— ' " ' " ] "o
R= zh > ), x>, ... Ty = Tnygs (s (2)
log N—1 log N—1 log N—1 log N
Tgog ). xgog )xgog ) l’ifjf );
(log N—1) | (log N—1) (log N)
s . l'% )_)x(()ut ),
log N—1 log N
\ Lo _)mout J

(log N—1) > rglog N—l)},

p={ri>ro>ri>ry>...>n

where log is the logarithm on base 2.

The system behaves as follows: rules having priority 1 consume all the sym-
bol pairs ziz2, x3z4 and so on, that are initially present in the membrane,
producing symbols z},z5,. .., 373\1/2- At the following system configuration such
rules cannot be applied, and rules with priority r, turn all the remaining initial
symbols (actually, those which cannot take part in a couple) into symbols of type
z'. At the third transition step rules having priority 71 and 7o cannot be applied
any longer (all the initial symbols have disappeared), so the rules with priority
ry are applied to the new pairs =z}, x5z} and so on. Rules having priority r}
are applied at the fourth step to the symbols of type 2’ that cannot be paired,
and so on until the last symbol is sent out of the skin in a way that

|21°¢ V)| = max{ky, ko, ..., kn}.
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A construct which keeps the information on the maximum element can be
derived, too. Though, at the end of this section we will see that it results in an
exponential proliferation of the rules.

The number of symbols in the multiset is halved after every two transitions,
by means of the application of the rules with priority r%i) and réi). Then, the
proposed system computes the maximum in 2log NV steps making use of

N+N/2+N/4+...+2+1=2N -1
symbols,
(N/24+ N)+ (N/4+N/2)+...+(1+2)=(N-1)+ (2N -2) =3N -3

rules, and 2log N priorities. That is, the maximum is found in logarithmic dis-
crete time using one membrane with priorities. This approach requires a linear
number of symbols and rules.

We can save resources if we do not make use of symbols other than the initial
ones. In this case we can maintain the correct system evolution by producing a
different symbol from each pair. The new rules are contained in the following
set, that relies on the same priority set p seen in (2):

(71 : T1Xo — X1, T3T4 — T3, ... TN_1ZN = TN—_1; )
To ! Ty — T1, Ty —> T3, .- TN — TN-1;
r. .
ry r1r3 — 1,57 = T5,... ITN_3TN—-1 —> TN-—3,
r. .
Ty ! T3 —> T1, T7 —>T5,.-. TN—-1 —> TN-3;

= 0 ®

i
Ty 11Ty > X1y ... TN_2i+141TN_2ip1 —> TN _2i+1471}
(4) . ) , ) .
Tyl Toiyq —> L1, ... TN_2i41 — TN_2i+141;
(log N—1) :
r : T1TN/24+1 — T1out)
(log N—1) |

\ 7> : TN/2+1 —7 T1out )

Now we make use of N symbols and 2N — 1 rules, again with 2log IV priorities
(and consequent transition steps).

We now wonder whether increasing the parallelism in the comparisons im-
proves the system performance or not. The answer is that it does not, as long
as we have to compare every combination of elements during the production of
symbols. To have an idea of it, consider the case of three elements. In that case
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we can define the following construct:

V = {x17m27w37wl}7 T= {m’}’ w = m’flelegii’

71 XT3 — T

out;
—_ . ! ! ! .
R={ ry:zimo = Ty, Tow3 — Ty, T1T3 = Thyss s (4)
. ! ! !
T3 X1 = Toypy T2 — Toyes T3~ Loyt

p={r>ry>rs}

From this it follows that if we have N symbols, with N being a power of 3,
then 3logs N steps are needed to find the maximum. More general, we will
need K log, N steps to maximize between [N symbols using K-element parallel
comparisons (again providing N to be a power of K, possibly adding “ghost”
symbols).

The function K logg IV has an absolute minimum for K = e. In practice,
simple and efficient implementations of the algorithm can be in principle realized
by setting K = 2 or K = 3. It is interesting to calculate the figures of complexity
in the case when one N-element comparison is performed by the system at once.
This means that we must consider all possible combinations of N,N —1,...,2,1
symbols. In this case the maximum is searched in Nlogy N = N steps, using
N + 1 symbols (or N if we prefer to send out one of the initial symbols at our
choice, hence avoiding the use of z'), provided the existence of a number of rules

equal to
N
Z(JDZQN—L (5)
i=1

On the other hand, N-element comparisons allow for a straightforward im-
plementation of a maximum element search. In fact it is sufficient to substitute
the lowest priority rules with the following ones:

TN : T1 = T1louty L2 — T2outy -++y TN —* TN out

in a way that the symbol z; outside the skin membrane can be associated to
the corresponding element, and the maximum is equal to |z'| + |z;|. If we want
the system to work in the general case, in which many maxima can be present
simultaneously, then we must implement a more elaborate strategy; for example,
we can send out along with z’, at every transition step, additional symbols related
to the tuples being processed during that transition.

4 Search with Nested Membranes

Similarly to what we have done using priorities on the rules, we can define a
construct analogous to (2) using the productions expressed by (3), this time
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using logy N nested membranes when a K-element parallel comparison is im-
plemented. In the case K = 2 we have the following construct (in an attempt
to simplify the notation we have labeled the membranes using a reversed order,
instead of the usual one [Paun and Rozenberg 2002]):

V={x1,2s,...,2n}, T ={z1},

p’:[logN[logN—l"'[2[1 ]1]2"']10gN—1]10gN’

w1 :mlflwgz...wﬂ”;,”, wi=X , i=2,...,logN,
T1:T1Toi-141 2 X1, " TN-_2i41TN-2i-141 > TN-2i41;

Ry =< 1s:21 = 710, Ss TN_2ii] = TN_2i110, , (6)

Tgi-141 —> 10, '+ TN_2i-141 —> TN _2i410
1=1,2,...,log N — 1,
Riogn = {Tl CTITN/241 7 Tlout; } :

T2 1 T1 = T1outy TN/24+1 —7 L1out

pi={ri >r}, i=12,...,logN
The evolution mechanism using this construct is the following;:

— Pairs z1 2, x3%4, - . . are consumed by the rules with priority 7; in membrane
1. After the application, at the next step, of the rules having priority 72,
membrane 1 dissolves setting the symbols z1, x3, . . . free to float in membrane
2. Each of those symbols is present in a number of occurrences equal to the
relative maximum related to the pair the symbol itself comes from.

— The same operations happen in membrane 2, this time applied to the pairs
r1T3,x3%s5, ... Half rules are needed to perform the same kind of transition
as the previous one, to select new relative maxima from the existing pairs.

— Identical transitions happen in membranes 3, 4, and so on. Finally, in the
skin membrane (labeled log N) the absolute maximum is computed, and sent
out as the number of occurrences of z.

Compared to the construct (2), the implementation using multiple mem-
branes again needs 3N — 3 rules with IV symbols, to compute the result in
2log N steps. Implementing a single N-element parallel comparison reduces the
number of nested membranes to one, hence leading to a P system that is identi-
cal to the one seen in the case of N-element parallel comparison using multiple
priorities on the rules.

5 Search Using Linked Transport

Symport/antiport rules can be used to find the maximum, provided that a suf-
ficient amount of substances are present in the environment to ensure the nec-
essary exchange of symbols via antiport rules. Apart from this technical aspect,
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the algorithmic mechanism of symbol selection is the same as those seen in the
previous sections.

In the easiest case the idea is to select symbols from pairs, by exchanging
molecules with the environment. Once the symbols that are present in fewer
copies have been sent out, the same selection is performed over new pairs until
one symbol is left in the membrane.

V={x,...,zn, CU’l,...,aj;V/% wlll""ﬂer/zp (08 N)
Yis-- 5 YN, yia"-aij/% yf,---,yﬁ(w, e, yEIOgN_l),nggN—l),
a,'l,...,a;v/%a’l’,__.,a;(,/4’___’aglogN)’
b1,...,bN/2,b'1,..., IN/4a--.,b§1°gN_1),
Cl:---acN/z,cll,...,c?v/zl,.._,cglOgN*l)’ o
PR

_ (. (logN _ ko k k
T = {z108™MY | = ghigh> kv

R = (see Figure 2)

Despite the number of rules, the system evolution is quite simple:

— The initial symbols z; are exchanged with identical numbers of occurrences
of symbols y;, respectively. Meanwhile, the “synchronization” symbols by,
..+, bxy2 are imported from the environment (note that [b;| = |z;] + |zi11]
must be larger than |z;| and |z;41])-

— The pairs y1ys,...,yn—1yn are exchanged with the symbols zi, ... ,a:’N/Q.
In parallel, symbols b; are exchanged with new control symbols ¢; and d;,
respectively.

— For each i = 1,...,N/2, the symbols y;, y;+1 which were not paired are

carried out by ¢; and exchanged with additional occurrences of z}. Now, x}
contains the information on the relative maximum computed from the pair
Yi¥i+1. In parallel, the synchronization symbol d; is exchanged with a}, which
enables the processing of a new set of pairs (i.e., {2}, . .. ’5”9V/2—1”5§V/2)'

The horizontal lines drawn between the braces of R in (7) help in identifying the
rules that are activated at each new symbol selection taking place in the system.
In the final step the symbols z(°6 M) are sent out of the skin membrane, and the
maximum can thus be read as |[z(1°8 V)|,

The number of steps needed to figure out the result is 3log N plus the last
(symport) transport. The symport/antiport rules involved in the process are
T(N/2+ N/4+...4+1)+1=TN — 6. The system needs (2N —1) + (2N —2) =
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(dla out; all) in) (d27 out; al2) in)

( (z1,0ut; byy1,in) (z3,out; bays,in) ...
(z2,0ut; byysa,in) (z4,0ut; boyy,in) ...

(y1y2,out; x],in) (ysys,out;xh,in) ...
(b1,out; erdy,in) (by,out; cads,in) ...

(c1y1,out; 2 ,in) (coys,out; xh,in) ...
(c1y2,o0ut; 2 ,in) (cays,out; xh,in) ...

. (dN/2,out;a§V/2,in),

575

(Z'Nfla out; bN/2yN71) in))
(-TN; out; bN/QyN) in))

(yn—1yn,out; w;\,ﬂ, in),
(bny2,0ut; cnyadny2, in),

(CN/Qnyla OUt; x;v/ga in)a
(CN/QyN) OUt; '/L.;V/w in))

I I ! A ’ ’ ’ o
(ajz},out;b]yy,in) (ajzj,0ut;byys,in)

! ! U 7. ’ ’ U r -
(anzy,0ut;b) ys,in) (agzy,out;byyy,in)

(di,out; af,in)  (d3,out; ay, in)

- (a;v/2711:'N/271,out;b’N/4y;v/271,in)7

. (a;v/zlem’OUt?b;\r/z;y;v/zvin),

(Y13, out; z,in) (y5yj, out; wy,in) ...
(b}, out; cyd},in) (b}, out;chdy,in) ...

(cry1, out; 21, in) (cay3, out; x5, in) ...
(crys, out; 21, in) (chys, out; z5,in) ...

- (dlyy,0ut; a4, in),

(y}V/Qfly}V/Qa OUt; w;{r/zp iIl),
(b?v/4, out; c?v/4d§v/4, in),

! ! el 3
(N /a¥nya—1-0ut; 2y, in),
(Cy/4¥n 2> OUL; Ty 45 1),

(al
(al

log N—1 log N—1
y( BN L) flos N D)

(bglOgN_l),out; ¢

. .(log N
,out; z(log V)

(Cglog N—l)y%log N-1)
(e}
(dglog N-—1) (log N)

,out; a; ,in)

L (aglog N) g (log Ny, out)

log N—l)l_glog N—l), out; bglog N—l)y;log N-1)

log N—l)l_;log N—l), out; bglog N—l)yélog N-1)

in)
(log N—l)dglog N-1) 1n)

,out; (108 N) in)
(log Nfl)yélog Nfl)’ out; CU(IOg N) : in)

,in)

Jin)

Figure 2: Formulation of R in (7)
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4N — 3 “informative” symbols and 4(N/2 + N/4 + ...) = 4N — 4 carrier and
“synchronization” symbols.

Note that the process ends leaving a certain amount of “garbage”, in the form
of symbols of type a and c. In fact, the number of copies of such symbols left
inside the membrane does not equal the number of copies of the initial symbols.
Strategies to get rid of this garbage can be implemented anyway [P&aun 2004].

Once again, higher-degree parallel comparisons can be chosen [Paun 2004].
In particular, we give the construct performing N-element parallel comparison
(again, horizontal lines separate different symbol selections. Furthermore, we
shorten each rule of the type («,out; 3,in) in (a; () to save horizontal space).

V= {QI?, Zi1,---3TN, Y1,---,YN, Q1,---,AN+1, bOa"'abNa Ala"'aAN}a
T={z}, w=akak ak~ (8)
. . . 3\
b
( (w1;00A1y1) (22;00A42y2) ... (TN;DoANYN),
(y1y2 ... yn; ),
(bo; a1b1),
(a1yz...y~n; ) (a1y1y3...yN;®) «.. (Q1y1... YN—15T),
(b1;a2b2)7
(( ) )comblnatlons of y; carried out by a;; =z, m)
(bis @it1bit1),
(anAiy1;2) (anAsys; ) ... (aNANYN; ),
(bnsant1),
\ (G‘N+1$70Ut) ),

The system first exchanges z; with an equal number of occurrences of y;,
furthermore it acquires the synchronizing symbol by. Next it exchanges as many
N-uples of symbols y; as possible with z, meanwhile substituting by with b,
along with acquiring the carrier symbol a;. All the remaining steps consist
in exchanging (via the carrier) combinations of symbols y; with z, meanwhile
updating the synchronization and carrier symbols through rules of the type
(b;,out; a;+1b;11,in). In the last transition all the occurrences of z are sent
out via a symport rule in a way that the maximum, |z|, can be read in the
environment. As before, garbage is left in the membrane.

Again, the N-element comparison allows to search the maximum value in
a straightforward way. In the above implementation we have in fact added the
symbols Ay, ..., Ay that enter the membrane in the beginning of the computa-
tion, and turn out to be useful in the end: since at most one of the rules of type
(anA;y;,out; z,in) will be activated, then A; will signal that z; corresponds to
the maximum element. As briefly discussed in Section 3, the search for the max-
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imum element can be extended to the multiple case, by sending out additional
symbols in correspondence to every rule of type (something, out;z,in).

The system using linked transport and implementing N-element comparison
computes the result in N steps, plus two additional steps needed to exchange
molecules respectively in the beginning and the end of the computation. 2N + 1
informative symbols and 2N +2 auxiliary symbols suffice, though—refer to (5)—
(2N —1)+ N+ N +1 =2 + 2N = O(2") rules are present in the system.
Additional N symbols are needed to compute also the maximum element (if
unique).

6 “Vertical” Search

Introduced in Section 2, the vertical approach consists in a parallel counting
up of all symbols with the final exclusion of those that sum up a number of
occurrences below the (absolute) maximum. Only the object occurrences forming
the maximum are sent out of the skin membrane. In this way, we also come up
with a straightforward method computing the maximum element.

We consider the following P system:

V ={ai,...,an,d},...,aN,b,d1,....dn}, T ={ai,...,an},
e=00L1 Ll - IyIx o wi:a;afi,izl,...,N,
R; = {ri: dia; = aia;ou; T2 1 ai = al, .},
pi={r1>r},i=1,...,N, (9)

( > ! ’
asas ... a_ ay — di,

I 1 ! !
ajas ...ay_,ay — da,

! ! !
alay ... Ay _oan = dy_1,
1! ! !
aLay ... ay_oan_y = dn,

\

diay
daas

dyan
1! ! !
ayab...aly_jaly

— d101 out,
— d26l2 out)

— dNaN out,
— bout

7

We start with N membranes labeled 1,2,..., N, internal to the skin region,

containing k1, ko, . .

of a,al,...,aly, respectively.
The system evolution is described by the following phases:

., kn occurrences of the symbol aq,as, ..

.,an plus one copy

— In the first phase every rule having priority r; is applied inside the corre-
sponding membrane. This causes the i-th membrane to expel one occurrence
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of the symbol a; at any transition, for each i = 1,2,..., N. As long as the
i-th membrane has no more symbols a; left inside it, then the correspond-
ing rule having priority ro is applied in a way that a} is sent to the skin
membrane. This phase lasts until NV — 1 primed symbols are sent to the skin
region, that is, until N — 1 membranes have been emptied;

— At this point one of the first N rules of Ry in (9)—the one including all
the N — 1 primed symbols floating inside the skin membrane—is applied. In
consequence of that, that combination of primed symbols is transformed in a
corresponding symbol of type d. Finally, this symbol cooperates to send out
of the skin all occurrences of the symbols of type a having its same index.

— The process ends when there are no rules left to apply; in this system the final
configurationis = [ af* ...l alit L dkvaldi] 1,1, ), [y Il IEM
is the maximum and a; is the maximum element, then all the M occurrences

of a; have been sent to the environment.

With this approach the number of computational steps depends on the max-
imum M and on the number of occurrences of the element that has the second
greatest number of occurrences, say, M. In fact, the first phase is carried out
in M steps. Then in one step the production of d is completed and, finally, in
further M steps the M occurrences of the maximum element are sent out. Hence,
the total number of transitions is M + 1+ M = O(M).

This number can be reduced by increasing the production of occurrences of
the carrier d. This can be done by changing the first N rules in the skin region
according to
(aly...aly_san_jay —dlb, )

ayay...aly_jay — db,

[N i ! h
aras . ..ay_qan = dy_q,
1 l l h

ajay ... a_oaN_y — dy,

\ 3 J
where h is a number large enough. For instance, if h is greater than or equal to
M + 1, then the system sends out M + 1 copies of the maximum symbol in one
step, and the total number of computation steps becomes exactly M.

The vertical approach is especially effective when we have a lot of elements
with low multiplicity. Despite this, the proposed system cannot compute the

maximum if more relative maxima exist, that is, if two or more symbols hav-
ing the same (maximum) number of occurrences are present in the system. To
account for this, one special rule exists in the skin that transforms all primed
symbols into b and sends this symbol out. The role of b is signaling to the
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system computation|number of| number of [number ofnumber of
configuration steps symbols |membranes| rules | priorities
p/2-spc_|| Ollog, N) | O(N) |_O(1) | O(N) |0log, N)
p/N-spc O(N) O(N) o(1) 0(2M) O(N)
nm/2-spc || O(logo N) | O(N) |O(logy N)| O(N) 0o(1)
nm/N-spc O(N) O(N) 0(1) 0(2M) O(N)
1t/2-spc O(logy N) | O(N) o) O(N) —
It/ N-spc O(N) O(N) 0(1) 0(2M) —
b/v o) | o) | o) | o) | o)

Table 1: Figures of performance for maximum search under different membrane
systems (N: number of elements; M: maximum value. p: priorities; nm: nested
membranes; 1t: linked transport; 2-spc: 2-elements parallel comparison; N-spc:
N-elements parallel comparison; v: vertical approach).

environment that two or more primed symbols have been sent to the skin simul-
taneously, resulting in the total number of primed symbols present inside the
skin membrane to have become equal to N without ever been equal to N — 1:
this happens only if more than one membrane contains a maximum number of
symbols.

On the other hand, if an absolute maximum exists, then the proposed ap-
proach finds the maximum element without the exponential proliferation of rules
seen in the previous sections.

7 Summary and Ongoing Research

In an aim to understand the meaning of DNA sequence alignment made using
P systems we had to investigate a specific point of the dynamic alignment algo-
rithms, that is, the search for the maximum element in a set. The investigation
we have conducted is nevertheless valid per se, given the wide range of contexts
where the maximum search problem must be dealt with. In particular, we have
evaluated the performance of several algorithms based on two orthogonal ap-
proaches to the problem, running on different P systems. These performances
are summarized in table 1 in terms of computation time and resources needed
to figure out the solution.

The investigation on DNA alignment might reveal the existence of links be-
tween membrane systems and DNA computing paradigms, due to the analogies
existing between the dynamic (i.e., step-by-step) algorithms of sequence align-
ment and the mechanisms of DNA replication. The work to do now deals with
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a strategy to model the growing of a DNA sequence using P systems, and it is
actually in progress.
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