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Abstract: Boolean functions used in cryptographic applications have to satisfy vari-
ous cryptographic criteria. Although the choice of the criteria depends on the cryptosys-
tem in which they are used, there are some properties (balancedness, nonlinearity, high
algebraic degree, correlation immunity, propagation criteria) which a cryptographically
strong Boolean function ought to have. We study the above mentioned properties in
the set of all Boolean functions (all balanced Boolean functions) and prove that almost
every Boolean function (almost every balanced Boolean function) satis�es all above
mentioned criteria on levels very close to optimal and therefore can be considered to
be cryptographically strong.

1 Introduction

The robustness of a cryptosystem substantially depends on its underlying ele-
ments. Since Boolean functions are frequently used in various cryptosystems, it
would be interesting to determine the properties which cryptographically strong
Boolean functions should to have and to �nd methods how to construct them.
Nevertheless, none of these problems can be solved in general. Boolean func-
tions meeting all possible cryptographic requirements on the highest possible
level do not exist (e.g. balancedness exludes maximal nonlinearity, etc.). Much
of cryptographic research in Boolean functions has therefore concentrated on Bo-
olean functions satisfying criteria formulated by the designers and cryptanalysts
of real-world cryptosystems [see Adams, Tavares 90, Camion, Carlet, Charpin,
Sendrier 91, Millan, Clark, Dawson 97, Seberry 93a, 93b]. They studied va-
rious cryptographically desirable properties of Boolean functions, the mutual
relations of this properties and construction methods. The following cryptog-
raphic properties of Boolean functions belong to the most important and most
frequently studied: balancedness, nonlinearity, satisfying propagation criteria,
especially SAC (Strict Avalanche Criterion), the absence of linear structures,
high algebraic degree, correlation immunity, etc. Boolean functions satisfying
some of these criteria are considered to be cryptographically strong. Formally:
let P = (p1; : : : ; pm) be a set of properties of Boolean functions expressed as
real-valued parameters; let � = (�1; : : : ; �m) denote the set of required levels of
the properties P . The Boolean function f is said to be cryptographically strong
on the level � with respect to the properties P , if pi(f) � �i; i = 1; : : : ;m; ot-
herwise, f is cryptographically weak on the level � with respect to P . The choice
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of properties P and setting the level � depends on the cryptosystem itself, on
its intended use and on the state-of-art of cryptanalysis. By the proper choice
of P and � the designer can shield his cryptosystem against known cryptanaly-
tic attacks based on the underlying Boolean functions, but he cannot guarantee
the robustness of the cryptosystem against unknown cryptanalytic attacks (or
against attacks using some other weak points of the cryptosystem). We study
Boolean functions with respect to the above mentioned criteria. The cryptograp-
hically strong Boolean function in this paper means that it satis�es the criteria
at levels asymptotically equal to optimal.

There is no general method known (except for the full search) of how to
construct Boolean functions satisfying an arbitrarily chosen subset of cryptog-
raphic criteria. Since the full search is limited to Boolean functions with at most
�ve variables and real world applications require Boolean functions with more
variables, it is of interest be interesting to know how cryptographic properties
are distributed in the set of all n-ary Boolean functions.

Mitchell [see Mitchell 90] studied Boolean functions satisfying various cryp-
tographic criteria such as balancedness, nonlinearity, nondegenerancy, correla-
tion immunity and symmetry. He enumerated or estimated the cardinality of
classes of Boolean functions satisfying various combinations of the above men-
tioned criteria. On the other hand he considered the cryptographic criteria as
qualitative properties and did not distinguish, e.g. between strong and weak
nonlinearity. Moreover, he concentrated his attention to criteria that are combi-
natoricaly tractable, although their cryptographic value is at least questionable
(symmetry) or to weaker criteria that follow from stronger ones (nondegenerancy
| SAC).

We adopt a di�erent approach | we chose the most important cryptographic
properties of Boolean functions, consider them as quantitative parameters and
estimate how many Boolean functions satisfy the particular criterion on some
level or of some order. We prove that almost every Boolean function satis�es
the set of the most important cryptographic criteria at the suboptimal | but
asymptotically optimal | level.

2 Preliminaries

An n-ary Boolean function is a mapping f : f0; 1gn ! f0; 1g: The set (class) of
all n-ary Boolean functions will be denoted by the symbol Pn

2
. We shall consider

only n-ary Boolean functions in this paper and therefore the notion Boolean
function stands for n-ary Boolean function (if not otherwise stated). Let Mn

be a class of n-ary Boolean functions, the symbol jMnj denotes the cardinality
of Mn. Let P be a property of Boolean functions and let P(Mn) denote the
subclass of Boolean functions, P(Mn) �Mn, satisfying P: We say that Boolean
function from Mn has property P almost surely, if

lim
n!1

jP(Mn)j=jMnj = 1:

An n-ary Boolean function f will be described by its truth table: f(x1; : : : ; xn) =
(f(0; : : : ; 0); f(0; : : : ; 0; 1); : : : ; f(1; : : : ; 1)): The truth table of an n-ary Boolean
function f is a binary vector of length 2n and will be denoted by tt(f). Let
� = (a1; : : : ; am); � = (b1; : : : ; bm) be two binary vectors of lengthm. The symbol
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�� � denotes the bitwise XOR-operation of �; � and the symbol h�; �i denotes
the inner product of the vectors � and �, i.e. h�; �i = a1b1� a2b2� : : :� ambm.
The Hamming weight of a binary vector �, denoted wt(�), is the number of
ones in �. The Hamming weight of a Boolean function f , wt(tt(f)), will be
denoted by wt(f). Let f be an n-ary Boolean function. Then f is a balanced Bo-
olean function if wt(f) = 2n�1: The set of all balanced Boolean functions from
Pn
2

will be denoted by Baln. The Hamming distance of vectors �; �, denoted
d(�; �) = wt(�� �), is the number of bits in which � and � di�er. Let f; g be
two n-ary Boolean functions. The symbol d(f; g) denotes the Hamming distance
of functions f; g; d(f; g) = d(tt(f); tt(g)): Let f(x1; : : : ; xn) be an n-ary Bo-
olean function. The algebraic normal form (ANF) of f is given by the following
representation of f for each x1; : : : ; xn 2 f0; 1g:

f(x1; : : : ; xn) = a0 � a1x1 � a2x2 � a3x2x1 � : : :� a2n�1xn : : : x1; (1)

where ai 2 f0; 1g; i = 0; 1; : : : ; 2n � 1, is a constant. The Boolean function
f(x1; : : : ; xn) is said to be a�ne if its ANF contains only linear terms:

f(x1; : : : ; xn) = a0 � a1x1 � a2x2 � a4x3 � : : :� a2n�1xn;

where aj 2 f0; 1g; j = 0; 1; 2; 4; : : : ; 2n�1: An ANF will be represented by the
vector of its coe�cients (a0; a1; : : : ; a2n�1) | the ANF-vector. An a�ne Boolean
function is said to be linear, if the absolute term a0 in its ANF is equal to 0. Let
f(x1; : : : ; xn) be an n-ary Boolean function. The algebraic degree of f is

deg(f) = max
j
fwt(j)j aj = 1g;

where the parameter j is represented in binary and ranges over all indices of ANF
f ; j = 0; : : : ; 2n�1: The algebraic degree of the Boolean function f corresponds
to the maximal length (number of variables) of a conjunction in its ANF.

We will use the following geometrical model of Pn
2 . The Boolean hypercube,

B2
n

, is a labelled graph containing 22
n

vertices v0; : : : ; v22n�1: Each vertex of

B2
n

is labelled by a binary vector of length 2n. Two vertices u; v of B2
n

are
adjacent, if the corresponding vectors �; � di�er in one bit: d(�; �) = 1: As

can be easily seen, B2
n

represents Pn
2 ; every function from Pn

2 corresponds to a

(unique) vertex in B2
n

and two Boolean functions di�ering in one component in

their truth tables, correspond to adjacent vertices in B2
n

. Therefore, the vertices
of B2

n

will be considered in the following as n-ary Boolean functions.
Let B2

n

be a hypercube and let � be a vertex ofB2
n

. The subgraph S(2n; �; r)

of B2
n

induced by the set of vertices

f� j d(�; �) � rg
is traditionally called the sphere of B2

n

with centre � and diameter r. Since we
are not interested in connectivity and any similar problems, we do not distinguish
between the graph S(2n; �; r) and its vertex set.

Boolean functions with various (cryptographic) properties form subgraphs
of the Boolean hypercube. To estimate the size of these subgraphs, we need a
precise estimate on the number of vertices of the sphere with diameter r.

The following asymptotic estimate of binomial coe�cient was proved by
Knuth et al. [see Graham, Knuth, Patashnik 94].
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Lemma1. Let 0 < " < 1=6 be a constant, let jkj � 2(n�1)(1=2+") be a positive
integer. Then�

2n

2n�1 � k

�
=

22
n
+1=2

p
� � 2n � e�k2=2n�1

�
1 +O(2n(3"�1=2))

�
: (2)

The cardinality of S(2n; �; r) will be expressed by means of the binomial

coe�cient
�

2
n

2n�1

�
. Its value can be obtained (as a special case for k = 0) from

(2) but a more precise bound directly follows from Stirling's formula.

Lemma2. Let n be a positive integer. Then it holds�
2n

2n�1

�
=

22
n

p
� � 2n�1

�
1� O(2�n)

�
: (3)

3 Estimating the size of spheres in the Boolean hypercube

In this section we estimate the cardinality of the sphere S(2n; �; r) and �nd two
important values of r. Further results of this paper are immediate applications
of the bounds constructed in this section.

Let for simplicity s(n; r) = jS(2n; �; r)j, where � is an arbitrary vertex of

B2
n

:

Theorem3. Let r1 = 2n�1 � c1
p
n � 2n=2; r2 = 2n�1 � c1

p
lgn � 2n=2, where

c1 =
p
(1 + "0)(1=2) ln2 and "0 > 0 is an arbitrary constant. Then we have

s(n; r1) = 22
n�n �O(2�n"0) (4)

and
s(n; r2) = O(22

n

=n1+"0) (5)

Proof. We divide the sum
P

0�k�r1

�
2
n

k

�
into two sums �1; �2 and estimate

them separately. Let m0 = 2
p
n � 2n=2; then

X
0�k�r1

�
2n

k

�
=

X
0�k�2n�1�m0

�
2n

k

�
+

X
2n�1�m0<k�r1

�
2n

k

�
: (6)

Since the sequence
�
2
n

k

�
is unimodal, the �rst sum, �1, can be bounded by

the product of its last (largest) term and the upper bound of the number of its
terms.

�1 <

�
2n

2n�1 �m0

�
� 2n = 22

n �O
  p

2

e8

!n!
= o(22

n�n); (7)
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since
p
2

e8
< 1

2
. To estimate the second sum (�2) of (6), we change the order of

summation and then use (2) to estimate the summand:

�2 =
X

c1
p
n�2n=2�j<2

p
n�2n=2

�
2n

2n�1 � j

�

=
22

n
+1=2

p
� � 2n

�
1 +O(2n(3"�1=2))

�
�

X
c1
p
n�2n=2�j<2

p
n�2n=2

e�j
2=2n�1

:

Now we transform the summation range by setting k = j � c1
p
n � 2n=2 and

then concentrate our e�ort on constructing an upper bound on the sum which
appears in (8) and will be denoted by �3:

�2 =
22

n
+1=2

p
� � 2n

�
1 +O(2n(3"�1=2))

�
�

X
0�k<(2�c1)

p
n�2n=2

exp

��(c1pn � 2n=2 + k)2

2n�1

�

(8)

�3 = e�2c
2

1
n �

X
0�k<(2�c1)

p
n�2n=2

exp

��2c1pn � k
2n=2�1

�
� exp

� �k2
2n�1

�

< e�2c
2

1
n �

X
0�k<(2�c1)

p
n2n=2

exp

� �k2
2n�1

�
: (9)

The sum (denoted by �4) in (9) can be bounded by the integral

�4 < 1 +

Z (2�c1)
p
n2n=2

0

e�x
2=2n�1

dx;

which can be expressed by the distribution function of normal distribution. Let
u2=2 = x2=2n�1, then

�4 < 1 + 2n=2�1
p
2�

Z (2�c1)
p
n�2

0

e�u
2=2du = O(2n=2): (10)

And
�2 = 22

n�n �O(2�n"0); (11)

where "0 is a positive constant. Taking into account (11) and (7) we obtain (4).

To prove (5), it is su�cient to estimate the value �5 = s(n; r2) � s(n; r1) :

�5 =
X

c1
p

lgn2n=2�k<c1
p
n2n=2

�
2n

2n�1 � k

�

= 22
n�n=2 �O(

X
c1
p

lgn2n=2�k<c1
p
n2n=2

e�k
2=2n�1

): (12)
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We can proceed in the same way as in the previous case. Let �6 denote the last
sum in (12). Following the steps (9) and (10) we obtain

�6 = e�2c
2

1
lgn �O(2n=2) = e�(1+"0) ln 2�lgn �O(2n=2) = n�(1+"0) �O(2n=2):

Therefore
�5 = 22

n �O(n�(1+"0));
and

s(n; r2) = 22
n�n �O(2�n"0) + 22

n �O(n�(1+"0)) = 22
n �O(n�(1+"0)):

ut
We shall pay special attention to balanced Boolean functions because of their

signi�cance in cryptographic design. To describe the cryptographic properties of
an average n-ary balanced Boolean function, we need to estimate the number of
balanced vectors (vertices) in S(2n; �; r), with the centre � 2 Baln (where Baln
denotes the set of all balanced Boolean functions of n variables). To simplify the
notation, let sb(n; r) denote the value in question. Let � be the vector (truth
table) of a balanced n-ary Boolean function. Without loss of generality we can
assume that � = (1; 1; : : :1; 0; 0; : : :; 0): There are no balanced neighbouring
vectors, nor balanced vectors lying at odd distance from the vector-vertex �
in B2

n

: Therefore we count the number of balanced vectors/vertices lying at
distance 2k: Such a vector can be obtained from � by replacing k bits from the
�rst half of � by zeroes and (to save the balancedness of the constructed vector)
replacing k zeroes from the second half of � by ones. Therefore the number
of vertices corresponding to balanced Boolean functions lying at distance 2r or
smaller from � is

sb(n; 2r) =

rX
k=0

�
2n�1

k

�2

:

Analogously as in the previous case, we estimate the value sb(n; r) and �nd
two important values of the parameter r.

Theorem4. Let r3 = 2n�1 � c3 � 2n=2+1
p
n and r4 = 2n�1 � c4 � 2n=2+1

p
lgn,

where c3 =
p
(1 + "0)(ln 2)=8; c4 =

p
(1 + "0)=(8 lg e) and "0 is an arbitrary

positive constant. Then

sb(n; r3) = 22
n�3n=2 �O(2�"0n) (13)

sb(n; r4) = 22
n�n=2 �O(1=n1+"0) (14)

Proof. The proof of Theorem 4 is similar to the proof of Theorem 3 and therefore
omitted. ut
Remark. In the rest of this paper the symbols c1; c3; c4; r1; r2; r3; r4 denote cons-
tants and values of parameter r derived in Theorems 3 and 4.
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4 Balancedness of Boolean functions

Balancedness is one of the most important cryptographic properties of Boolean
functions. Bijective S-boxes are created from balanced Boolean functions and
the equiprobability of characters of the output alphabet is the basic condition
of a cryptographically strong cryptosystem.

As can be easily seen, jBaln j =
�

2
n

2n�1

�
: Lemma 2 states that the number of

balanced Boolean functions in Pn
2
is negligible. On the other hand, almost every

Boolean function is \almost balanced".

Theorem5. Let f be an n-ary Boolean function, �(n) be an arbitrary function
such that �(n)!1 as n!1 and let p 2 (0; 1). Then

p � 2n � 2n=2�(n) < wt(f) < p � 2n + 2n=2�(n); (15)

almost surely.

Proof. The function wt can be considered as a random variable on Pn
2
. Let

0 � k � 2n, then
Pr(wt(f) = k) = pk(1� p)2

n�k:

The random variable wt has binomial distribution with parameters 2n; p. Let
p = 1=2. The inequalities (15) follow from Chebyshev's inequality. ut

5 Nonlinearity of random Boolean functions

A�ne and linear Boolean functions play a peculiar role in cryptography. They
are cryptographically weak to be directly used for construction of cryptosystems,
since linear cryptosystem can be easily broken by solving the system of linear
equations. On the other hand, a�ne Boolean functions are used in various cons-
tructions of cryptographically very strong Boolean functions. The (non)linearity
of Boolean functions is a qualitative property; to express the measure of nonli-
nearity, we shall use the following de�nition [see Pieprzyk, Finkelstein 88]. For
any Boolean function f , de�ne

Nf = min
l
fd(f; l)g;

where l is an arbitrary a�ne Boolean function. Obviously, the nonlinearity of an
a�ne Boolean function is zero; the maximal value of the parameter Nf is [see
Seberry, Zhang, Zheng 93a]

Nf � 2n�1 � 2n=2�1: (16)

The nonlinearity of balanced Boolean functions is below the maximal value
(16). The following bounds can be found in [Seberry, Zhang, Zeng 93a]:

Nf �
�
2n�1 � 2

1

2
n�1 � 2; n even

bb2n�1 � 2
1

2
n�1cc; n odd

where bbxcc denotes the maximum even integer less than or equal to x. We

prove lower bounds on the nonlinearity of almost all n-ary (balanced) Boolean
functions.
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Theorem6. 1. Let f be an n-ary Boolean function and let g be an n-ary ba-
lanced Boolean function. Then

Nf � 2n�1 � c1
p
n2n=2; (17)

Ng � 2n�1 � c3
p
n2n=2+1; (18)

almost surely.

Proof. Let r � r1 [see remark below Theorem 4]. If the spheres with centres in

a�ne functions were disjoint, they would contain� 2n+1�s(n; r1) = 22
n�O(2�n"0)

vertices. Analogously, 2n+1 disjoint spheres with diameter r � r3 contain at least
2n+1�sb(n; r3) = 22

n�n=2�O(2�n"0) balanced Boolean functions. This is negligible
with respect to the number of all n-ary balanced Boolean functions. ut

6 Correlation immunity

Boolean functions are sometimes used as nonlinear �lters of cryptosystems con-
sisting of some linear feedback shift registers (LFSRs). If the �ltering function
leaks some information on one of its input bits (the output of a LFSR), a suc-
cessful cryptanalytic attack can be mounted based on this weakness. To avoid
the correlation attack the �ltering function has to be correlation immune, [see
Siegenthaler 84, Seberry, Zhang, Zheng 93b].

De�nition7. An n-ary Boolean function f is correlation immune of order k,
denoted CIk, if and only if the function f(x) � hx; �i is balanced for every
� 2 f0; 1gn; 1 � wt(�) � k:

In other words, f is CIk i� the Hamming distance between f and any non-
constant a�ne function l depending on less than or equal to k variables, is exactly
2n�1. Therefore correlation immunity is a qualitative property. We introduce
another measure of correlation immunity|counted correlation characteristic|
CCC.

De�nition8. Let f be an n-ary Boolean function. The counted correlation
characteristic of order k of the Boolean function f is

CCCk(f) = min
�;1�wt(�)�k

a2f0;1g

fwt(g�;a)g ;

where for �xed � 2 f0; 1gn and a 2 f0; 1g, g�;a is the Boolean function de�ned
by g�;a(x) = f(x) � hx; �i � a for each x 2 f0; 1gn.

As can be easily seen, if CCCk(f) = 2n�1 then the function f satis�es CIk
(and vice versa). We estimate the typical value of CCCk. This is almost the same
problem as was studied before (the nonlinearity of an average Boolean function)
since we have to estimate the number of Boolean functions lying in spheres
with centres in some (chosen) a�ne functions. Therefore the nonlinearity of a
random Boolean function f provides a lower bound on the counted correlation
characteristic of f , too. Thus we have from Theorem 6.
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Theorem9. The counted correlation characteristic of order k of an n-ary Bo-
olean function f satis�es the following inequality almost surely

CCCk(f) � 2n�1 � dk � 2n=2
p
n; (19)

where 1 � k � n; and dk is a positive constant depending on k.

Remark. Though the strict correlation immunity is a rather restrictive property,
almost all Boolean functions are \almost correlation immune". The order k of
CCCk does not in
uence the value ofCCCk substantially. Let us estimate CCC1

of a random Boolean function. Taking into account the fact that there are 2n
a�ne Boolean functions depending on 1 variable and using the upper bounds
(5) and (13) we have almost surely

CCC1 � 2n�1 � c1
p
lgn � 2n=2;

and for balanced functions

CCC1 � 2n�1 � c4
p
lgn � 2n=2+1;

where c1; c4 are constants de�ned in Theorems 3 and 4.

7 Propagation characteristics

Boolean functions used in cryptographic applications have to be very sensitive
to small changes of their inputs. That means, if the input value of a Boolean
function f is changed, its output value would change with probability 1/2, too.
More precisely, we have the following de�nition.

De�nition10. An n-ary Boolean function f satis�es the propagation criterion
of order k (PCk), if

wt(f(x) � f(x � �)) = 2n�1; (20)

for each � 2 f0; 1gn; 1 � wt(�) � k:
The case k = 1 is of special importance and is referred to as the Strict Avalan-
che Criterion (SAC) and was introduced by Webster and Tavares [see Webster,
Tavares 86].

The enumeration of the set of (n-ary) Boolean functions satisfying PCk is
a very hard combinatorial problem. Tavares [see Tavares 96] presented the fol-
lowing asymptotic bound (constructed by Daniel Biss in 1996) on Pragocrypt
'96

SAC(n) � 22
n�n2=2+n

�n=2
:

That means, the average Boolean function does not satisfy SAC. On the ot-
her hand, if we replace the strict condition of balancedness in (20) by near-
balancedness, we obtain a large set of Boolean functions which are still strong
enough for cryptographic applications.
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De�nition11. Let f be an n-ary Boolean function. The counted propagation
characteristic of order k of the Boolean function f is

CPCk(f) = min
�;1�wt(�)�k

fwt(g�)g ; (21)

where for �xed � 2 f0; 1gn, g� is the Boolean function de�ned by g�(x) =
f(x) � f(x � �) for each x 2 f0; 1gn.

As can be easily seen, if f meets PCk, then CPCk(f) = 2n�1: Now we
concentrate on the CPC1 and construct an upper bound on the number of all
n-ary Boolean functions with CPC1 � r. Since CPCk; k = 1; : : : ; n, is always
even, we consider only even values of r. Let Gn;r;� (respectively, Gn;�r;�) denote
the set of all n-ary Boolean functions g satisfying wt(g�) = r (respectively,
wt(g�) � r), where for �xed � 2 f0; 1gn, g� is the Boolean function de�ned by
g�(x) = g(x) � g(x � �) for each x 2 f0; 1gn. Let

Gn;�r;m =
[

�; 1�wt(�)�m

Gn;�r;� and Gn;r;m =
[

�; wt(�)=m

Gn;r;�:

We estimate jGn;2k;1j. Let g 2 Gn;2k;1:There exists a vector � 2 f0; 1gn (wt(�) =
1), such that wt(g(x) � g(x � �)) = 2k (and for an arbitrary vector 
 2
f0; 1gn (wt(
) = 1): wt(g(x) � g(x � 
)) � 2k). Without loss of generality
we assume that � = (1; 0; : : : ; 0). Let (g0; g1; : : : ; g2n�1) be the truth table of
g. Since g 2 Gn;2k;�, there exists a k-set Ik of indices; Ik = fi1; : : : ; ikg where

ij 2 f0; : : : ; 2n�1 � 1g for j = 1; : : : ; k such that

gi =

�
gi+2n�1 � 1 if i 2 Ik;
gi+2n�1 else:

The index set Ik can be chosen in
�
2
n�1

k

�
ways and there are 22

n�1

ways

how to choose the values of gi; i = 0; : : : ; 2n�1� 1. Therefore

jGn;2k;�j = 22
n�1 �

�
2n�1

k

�
:

If CPC1(g) = 2k, then obviously

g 2
[


; wt(
)=1

Gn;2k;
;

and therefore the number of g's satisfying CPC1(g) = 2k does not exceed n
times jGn;2k;�j. Now we can estimate the value of CPC1 of a random Boolean
function.

Theorem12. Let f be an n-ary Boolean function. Then

CPC1(f) � 2n�1 � 2(n+1)=2 � c1 �
p
lg(n� 1)

almost surely.
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Proof. Let r = 2n�1�2(n+1)=2c1 �
p
lg(n� 1). We prove that jGn;�r;1j = o(22

n

):
Since

Gn;�r;1 =
[


; wt(
)=1

Gn;�r;
 ;

we have from the remark preceding Theorem 12 that:

jGn;�r;1j = j
[


; wt(
)=1

Gn;�r;
 j � n � 22n�1 �
X

0�k�r=2

�
2n�1

k

�
:

To estimate the sum, we use (5) (Theorem 3):

jGn;�r;1j = n � 22n�1 �O
 

22
n�1

(n� 1)1+"0

!
= O(22

n

=n"0) = o(22
n

):

The theorem follows. ut
Remark. If we need to �nd the lower bound of CPCq (for q 2 f1; : : : ; ng) of an
\average" Boolean function, we have to �nd a maximal r such that2

4 X
0�i�q

�n
i

�35 � 22n � X
0�k�r=2

�
2n�1

k

�

is o(22
n

).

Remark. The method used in construction of the lower bound in CPC1 in The-
orem 12 is not applicable to the construction of a bound on CPC1 for balanced
Boolean functions. Therefore the problem of �nding better lower bounds on
CPC1 for balanced Boolean functions remains still open.

8 The algebraic degree

The algebraic degree is one of the nonlinearity measures of Boolean function.
The Boolean functions with small algebraic degree (linear, quadratic) are in
general considered to be less suitable for cryptographic applications than those
with higher degree, although there are large classes of cryptographically strong
Boolean functions with small algebraic degree (e.g. quadratic bent functions).
We prove that almost every (balanced) Boolean function has maximal or almost
maximal algebraic degree.

Boolean functions will be represented by their ANF-vectors. Let tt(f) be
the truth table of a Boolean function f , then the corresponding ANF-vector
ANF (f) is tt(f) � An, where An is a binary matrix of order 2n � 2n de�ned
recursively:

A0 = (1); An =

�
An�1 An�1
0n�1 An�1

�

where 0n�1 denotes the zero matrix of order 2n�1� 2n�1. Now we can estimate
the algebraic degree of random Boolean functions.
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Theorem13. 1. Let f be a random n-ary Boolean function. Then deg(f) � n�1
almost surely.

2. Let g be a random n-ary balanced Boolean function. Then deg(g) = n� 1
almost surely.

Proof. There are 22
n�n�1 = o(22

n

) Boolean functions with algebraic degree less

than n � 1. Since 22
n�n�1 = o(jBaln j) [see Lemma 2], the algebraic degree of

almost every n-ary balanced Boolean function is at least n � 1. Let g be a ba-
lanced n-ary Boolean function. The last column in An contains only ones and
therefore the last element of its ANF-vector is equal to 0: a2n�1 = 0. Consequ-
ently, deg(g) 6= n. The theorem follows. ut

9 Conclusions

We have shown that almost every n-ary (balanced) Boolean function has such
cryptographically strong properties as high nonlinearity, high algebraic degree,
correlation immunity and almost optimal propagation characteristics. Since the
number of Boolean functions not satisfying a particular criterion (on a su�ciently

high level) is o(22
n

), we can say that an average n-ary Boolean function is (for
a large enough n) cryptographically strong.

Theorem14. Let f be an n-ary Boolean function, let g be an n-ary balanced
Boolean function and �(n) ! 1 as n ! 1: Then the functions f , g have the
following properties almost surely

2n�1 � 2n=2 � �(n) � wt(f) � 2n�1 + 2n=2 � �(n);

Nf � 2n�1 � c1
p
n � 2n=2;

Ng � 2n�1 � c3
p
n � 2n=2+1;

CCCk(f) � 2n�1 � dk2
n=2

p
n;

CCCk(g) � 2n�1 � dk2
n=2

p
n;

CCC1(f) � 2n�1 � c12
n=2
p
lgn;

CCC1(g) � 2n�1 � c42
n=2+1

p
lgn;

CPC1(f) � 2n�1 � 2(n+1)=2 � c1 �
p
lg(n� 1);

deg(f) � n� 1;

deg(g) = n� 1:
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