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Abstract: Nowadays, bot detection from Twitter attracts the attention of several researchers around the world. Different bot detection approaches have been proposed as a result of these research efforts. Four of the main challenges faced in this context are the diversity of types of content propagated throughout Twitter, the problem inherent to the text, the lack of sufficient labeled datasets and the fact that the current bot detection approaches are not sufficient to detect bot activities accurately. We propose, Twitterbot+, a bot detection system that leveraged a minimal number of language-independent features extracted from one single tweet with temporal enrichment of a previously labeled datasets. We conducted experiments on three benchmark datasets with standard evaluation scenarios, and the achieved results demonstrate the efficiency of Twitterbot+ against the state-of-the-art. This yielded a promising accuracy results (>95%). Our proposition is suitable for accurate and real-time use in a Twitter data collection step as an initial filtering technique to improve the quality of research data.
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1 Introduction

Nowadays, social media attract the attention of researchers, companies, politicians, and even governmental institutions. This gain of interest is due to the increasing number of applications targeted by the aforementioned actors. Today, social media have become an important part of our everyday life; hundreds of millions of users share a huge amount of data on such social media, which allow users to register through the creation of an account, to share content and to follow other members. Twitter is one of the most popular social media that allow users to post messages known as tweets. The emergence of Twitter has motivated a large number of research axes such as user account classification [Tavares, 13] [Daoudi, a19], topic classification [Khan, 17], event detection [Troudi, 18] and even terrorist detection [Rekik, 18]. This free micro-
blogging has been used not only by humans to create and share content, but also by bots (automated agents) to spread misinformation, to pollute content and even to perform terrorist propaganda [Nizzoli, 19] [Magdy, 16]. Classifying the patterns of user accounts into those of humans and those of bots can help users focus on valuable social accounts, get effective information, ensure their own security, avoid network traps etc. The challenge recently organized by the Defense Advanced Research Projects Agency (DARPA) for Twitter bot detection [Subrahmanian, 16] underscored the magnitude of the problem of bot detection. We define a human account as an account which has a non-automatic nature and is usually managed by a human. On the other hand, a bot account is an automatically managed profile (whose content is produced automatically). Current bot detection approaches are still not sufficient to detect bot activities accurately in term of the performance metrics. In fact, they have to face certain challenges owing to the problem inherent to text and the diversity of types of content propagated throughout Twitter. Moreover, messages from Twitter are imprecise, very short and written in an informal language full of spelling mistakes, abbreviations etc. In this paper, we will try to address the following research questions:

1. RQ1: Is it possible to accurately decide whether a user account belongs to a human or a bot using a minimal number of statistical features extracted from one single tweet?
2. RQ2: Is it possible to enrich previously-labeled datasets with more real examples of human and bot samples without the additional and very expensive annotation steps?

The rest of this paper is organized as follows: section 2 reviews the related works; section 3 presents our proposed framework; section 4 presents the results of our experiments; and finally, section 5 summarizes the main contributions of our proposed framework.

2 Related Works

Twitter user accounts have been analyzed across many dimensions. Several works have been done on a single and specific perspective such as those related to the bot detection ([Varol, 17], [Ferrara, 17], [Cresci, a17], [Bindu, 18], [Kudugunta, 18], [Morstatter, 16], [Lee, 11], [Wu,17], [Jain, 19], [Jain, 18], [Tavares, 17], [Singh, 18], [Stukal, 17], [Cresci, b17], [Daouadi, b19], [Cresci, 15], [Kantepe, 17], [Gilani, 17], and [Chen, 15]) and those related to the effects that bots have ([Cresci, 19], [Mazza, 19], [Gilani, 19] and [Cresci, 18]). The first part of this section discusses the ground truth acquisition methods for bot detection. The second part of this section reviews the literature of bot detection approaches. The third part of this section discusses our main contributions.

2.1 Ground Truth Acquisition Methods

Today, researchers through Twitter attempt to use three main ground truth acquisition methods for bot detection [Morstatter, 16]. The first one is the manual annotation method [Varol, 17], which relies on human annotators in the labeling phase. Although this method is a good technique and has been widely used, it has faced certain
challenges owing to the time consumption, human expertise and the fact that it is not scalable. The second method is known as suspended user lists method [Morstatter, 16]; it focuses on the social network’s site itself in order to obtain the label. The researcher observes the users and tracks the ones that are removed or suspended by the site. This type of method is simple but has some drawbacks such as time consumption and the fact of being not scalable. The third commonly-used method is known as honeypots method [Lee, 11]; through this method, the researcher creates bot accounts in order to lure other bots. This allows collecting a large set of active bots with a high confidence. Although the existing ground truth acquisition methods are good techniques and have been heavily used by the related works, these methods are usually time-consuming and have a very expensive phase. To meet these challenges, we propose a new technique for enriching previous labeled datasets with more instances of real human and bot samples. The suggested technique is presented in the experimental section.

2.2 Bot Detection Approaches

Today, the problem of bot detection is one of the most critical challenges, especially on online social networks. According to [Ferrara, 16], Twitter bot detection approaches are grouped in three major types depending on the classification task. The first one is the crowdsourcing approach (also called blacklist approach [Wu, 17]), through this type of approach, expert workers are needed to detect bot accounts. The second one is known as graph-based approach. This type of approach is very expensive and more complex than other types of approaches. The third commonly used approach is known as features-based approach, different types of features are exploited to capture users’ behaviors (e.g. content features, linguistic features, sentiment features, temporal features, post-frequency features, metadata of user profile features). According to the type of features used in the classification task, features-based approach include three main classes, namely content-based approaches, statistical-based approaches, and hybrid-based approaches.

2.2.1 Content-based Approaches

Through this type of approach, researchers attempted to use only the textual content parameters in order to perform the classification task. They used language-dependent features without taking into account the diversity of the types of content propagated throughout Twitter. In [Jain, 19], the authors proposed a semantic Long Short Term Memory in order to classify tweets according to their author type (spam and non-spam users). They used the textual content with Word2vec, Wordnet and Conceptnet in order to create a semantic word vector that has been used by Long Short Term Memory for the classification, this yielded F-measure result of 96.84%. In a similar [Jain, 18] but using Convolution Neural Network for the classification, this yielded F-measure result of 96.64%. In [Wu, 17], the authors used word2vec with traditional supervised learning algorithms, this yielded F-measure result between 92.83% and 94.25%.

2.2.2 Statistical-based Approaches

Through this type of approach, researchers attempted to use statistical parameters in order to perform the classification task. The main advantage of the statistical-based approach is that it uses language-independent features and avoids using the content
parameters. In [Tavares, 17], the authors used parameters from the post frequency in order to classify users as bots, humans or cyborgs, this yielded F-measure result of 88% using Random Forest algorithm. In [Cresci, a17], the authors exploited digital DNA; they used the sequence of types of posts and the sequence of features-based content, and then they defined a similarity measure in order to classify users as bots or humans. This yielded F-measure result of 95.8% using an unsupervised approach. In [Ferrara, 17], the authors classified users as humans or bots; they used 10 parameters from the metadata of the users’ profiles. This yielded AUC result of 92.0% using Random Forest algorithm. In [Daoaudi, b19], the authors used statistical parameters extracted from the overall user’s activity. The best experimental results are obtained with Deep Forest algorithm, this yielded Accuracy result of 97.55%.

2.2.3 Hybrid-based Approaches

Apart from the previously mentioned features-based approaches, the third commonly used approach is the hybrid-based approach. Through this type of approach, researchers attempted to combine the content-based approach and the statistical-based approach. In [Varol, 17], the authors used more than a thousand parameters; these included sentiment features, content features, user metadata features, friend features, network and timing features. This yielded AUC result of 95.0% using Random Forest algorithm. In [Singh, 18], the authors used 10 parameters from the content-based features, the user-based features, and the trust based features. This yielded Accuracy result of 92.1% using Random Forest algorithm. In [Stukal, 17], the authors used 42 parameters; these included metadata of user profile and tweeting features. This yielded F-measure result of 86.625% using an ensemble method of machine-learning algorithms. In [Lee, 11], the authors used 16 parameters from the user demographic features, the user-content features, the user-friendship networks and the user history features. This yielded AUC result of 98.4% using Random Forest algorithm. In [Kudugununa, 18], the authors proposed an approach known as contextual Long Short-Term Memory, which exploits both tweet content and metadata of user profile features. The best experimental results are obtained using Synthetic Minority Oversampling Technique, this yielded accuracy results >95%.

2.3 Motivation and Contribution

Although content-based and hybrid-based approaches are good techniques and were heavily used by the related works, these approaches were also time-consuming and they have faced the problems inherent to the text. On the other hand, statistical-based approaches have a lower computational cost and take a shorter time than the other types of approaches. In summary, current bot detection approaches are not sufficient to detect bot activities accurately in term of the performance metrics. We propose, Twitterbot+, a bot detection system that leveraged a minimal number of language-independent features extracted from one single tweet with temporal enrichment of a previously labeled datasets. We summarized our main contributions as the following:

- We designed a minimal number of statistical features that demonstrated their utility during this work. The suggested features were extracted from one single tweet of the user account, which makes Twitterbot+ suitable at tweet-level and user-level bot detection.
We introduced a new technique for enriching existing labeled datasets by creating feature vectors from one labeled user at different points of time. To the best of our knowledge, Twitterbot+ is the first bot detection model that enriches their training datasets from different points of time in the life cycle of the labeled user accounts. This is done without any additional and very expensive labeling steps.

3 Proposed Framework

Following the limits mentioned in our related works, we propose Twitterbot+ for accurate and real-time bot detection from Twitter. In general, the task of supervised bot detection begins with a training set \( U = \{U_1, \ldots, U_n\} \) of users that are labeled with a class \( c_i \in \mathcal{C} \) (ex. bot or human). Then, the task is to find the optimal features set \( F = \{f_1, \ldots, f_n\} \) that is able to correctly assign a class \( (c_i) \) to a new user \( (U_i) \) that has the feature vector \( F^i = \{f_1^i, \ldots, f_n^i\} \). Our proposition consists of three main steps, namely data collection, features extraction and classification.

3.1 Data Collection

In this step, our main aim was to use the APIs offered by Twitter. We used Twitter Timeline API, which allows collecting the most recent post of a given user. However, we rely on three public datasets which were published in [Lee, 11], [Cresci, b17] and [Cresci, 15]. These datasets contain a user_id with a label as Human or Bot. We used the user_id with the Twitter Timeline (API) in order to collect the most recent post of each labeled user. The post comes with an information from of Tweet, Time and User attributes. The Tweet attribute contains the content and the statistics of the tweet. The Time attribute contains the time and the date of the tweet. The User attribute contains information about the user’s profile. We observed the users’ accounts’ statuses via the statuses/user_Timeline API endpoint. These statuses can take one of four values: active account, suspended account, removed account and private account. However, we could not access the post of user accounts that were suspended, private or removed. In this study, we used only the active accounts. Each recent post \( (P_i) \) of each active labeled user \( (U_i) \) is retrieved, and this way the next step could follow.

3.2 Feature Extraction

Although many proposed approaches use a very large set of features (e.g. [Varol, 17] uses over 1000 features), a recent study [Ferrara, 17] shows that a limited number of features are enough in order to obtain similar performance measures. The choice of using a size limit of features is motivated by both model efficiency and interpretability reasons. Based on the existing works, we designed a set of minimal numbers of statistical features that were extracted from of the User attribute (described in the previous subsection) and demonstrated their utility during this work. The suggested features are:

1. Average number of tweets per day.
2. Status count (the total number of tweets issued by the user).
3. Location (whether the user has provided his/her location).
4. Description (whether a description is provided in association with the user profile).
5. Follower count (the number of followers of the user).
6. Following count (the number of users that this user follows).
7. The ratio of Follower count to Following count.
8. URL (whether a URL is provided in association with his/her profile).
9. Favorite’s counts (the number of favorites done by the user).
10. Verified (whether the user has a certified account).
11. Default profile (whether the user profile has the default settings).
12. Lists count (the number of public lists that this user is a member of).
13. Age (the age of the user account in days).
14. Geo (whether the user has enabled the possibility of geo-tagging his/her tweets).
15. Default image background (whether the user has uploaded his/her own image).

From each collected \( P_i \), we created a feature vector \( F_i = (f_1, \ldots, f_n) \), where \( n = 15 \) is the number of the proposed features.

### 3.3 Classification

In this step, our main objective was to use a supervised learning approach in order to classify the feature vectors \( F_i = (f_1, \ldots, f_n) \) that has \( c_i \in C \) (Human or Bot). First, we chose the algorithm that performs better with our proposed features. Several supervised learning algorithms were tested; these included AdaBoost (AB), Bagging (B), Random Forest (RF), Simple Logistic (SL) and LogitBoost (LB). These algorithms were used with their standard parameters in order to ensure the comparability between them. Second, we enriched our interested datasets by creating feature vectors for each labeled user account at different time points. However, each active user \( U_i \) will have \( \{F_{t1}, \ldots, F_{tM}\} \) feature vectors where \( M \) is the number of time points. Several experiments were performed in order to compare our proposed temporal enrichment of a previously labeled user accounts against the baseline. However, we built three models, one containing all the datasets, one containing all the datasets enriched by the Synthetic Minority Oversampling Technique (SMOTE) [Chawla, 02] (as suggested by [Kudugunta, 18]) and one containing all the datasets in more than one point in time.

### 4 Experimental Settings and Results

Our proposition is evaluated on three benchmark datasets, these were published by [Lee, 11], [Cresci, b17] and [Cresci, 15]. Table 1 shows an overview of our interested datasets. The first one presents a combination of content-polluter accounts and legitimate accounts; we refer to this one as D1. The second one presents a combination of genuine accounts, social spambots #1, social spambots #2 and social spambots #3.
accounts; we refer to this as D2. The third one presents a combination of genuine accounts and fake accounts; we refer to this as D3.

<table>
<thead>
<tr>
<th>Label</th>
<th>Human</th>
<th>Bot</th>
<th>Active Human</th>
<th>Active Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>19276</td>
<td>22223</td>
<td>13472</td>
<td>14713</td>
</tr>
<tr>
<td>D2</td>
<td>3474</td>
<td>4912</td>
<td>2718</td>
<td>4293</td>
</tr>
<tr>
<td>D3</td>
<td>1950</td>
<td>3351</td>
<td>1665</td>
<td>715</td>
</tr>
<tr>
<td>D1+D2+D3</td>
<td>24700</td>
<td>30486</td>
<td>17855</td>
<td>19721</td>
</tr>
</tbody>
</table>

Table 1: Overview of our interested ground truth.

To evaluate the performance of Twitterbot+, we are interested in several metrics. We used the matrix confusion, which allows the visualization of the performance of a classification algorithm. We used the corresponding parameters; in our case, they are called:

- True Bot (TB): the instances correctly classified as bot.
- True Human (TH): the instances correctly classified as human.
- False Bot (FB): the instances incorrectly classified as bot.
- False Human (FH): the instances incorrectly classified as human.

Using the aforementioned parameters, the performance metrics that can be drawn are Precision (P), Recall (R), F1-measure (F1) and Matthews Correlation Coefficient (MCC). These metrics are calculated based on the following Equations 1,2,3 and 4:

\[
P = \frac{TB}{TB + FB}
\]

\[
R = \frac{TB}{TB + FH}
\]

\[
F1 = 2(P \times R) / (P + R)
\]

\[
MCC = \frac{TB \times TH - FB \times FH}{\sqrt{(TB + FB)(TB + FH)(TH + FB)(TH + FH)}}
\]

We also used the Area Under the Curve (AUC or AUC/ROC) measure. This measure "is equivalent to the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance" [Fawcett, 06] (in our case, positive instance is a bot instance and negative instance is a human instance). The 10-fold cross validation approach was performed in order to calculate the performance metrics. Each dataset was split into 10 equally sized groups while preserving a balance of the bot and human samples of the original datasets. One of these groups was used for testing whereas the remainder were used for training. This procedure was iterated 10 times and the averaging of the performance metrics scores was obtained across the ten iterations of cross validation.

The first set of our experiments evaluate the performance metrics of our proposed features with previously mentioned supervised learning algorithms. As can be
concluded from the experiment presented in Table 2, the RF algorithm outperformed the other algorithms in the corresponding models:

- D1: this yielded (P=90.6%, R=90.6%, F1=90.6%, AUC=96.6%).
- D2: this yielded (P=98.6%, R=98.6%, F1=98.6%, AUC=99.6%).
- D3: this yielded (P=93.0 %, R=93.1%, F1=93.0%, AUC=97.2%).
- D1+D2+D3: this yielded (P=91.4 %, R=91.4%, F1=91.4 %, AUC=97.0%).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Metric</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D1+D2+D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>P</td>
<td>87.2</td>
<td>96.9</td>
<td>92.3</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>86.4</td>
<td>96.9</td>
<td>92.4</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>86.4</td>
<td>96.9</td>
<td>92.3</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>92.3</td>
<td>99.3</td>
<td>96.3</td>
<td>92.9</td>
</tr>
<tr>
<td>B</td>
<td>P</td>
<td>90.4</td>
<td>98.3</td>
<td>92.2</td>
<td>91.0</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>90.3</td>
<td>98.3</td>
<td>92.2</td>
<td>91.0</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>90.3</td>
<td>98.3</td>
<td>92.1</td>
<td>91.0</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>96.4</td>
<td>99.5</td>
<td>97.0</td>
<td>96.8</td>
</tr>
<tr>
<td>RF</td>
<td>P</td>
<td>90.6</td>
<td>98.6</td>
<td>93.0</td>
<td>91.4</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>90.6</td>
<td>98.6</td>
<td>93.1</td>
<td>91.4</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>90.6</td>
<td>98.6</td>
<td>93.0</td>
<td>91.4</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>96.6</td>
<td>99.6</td>
<td>97.2</td>
<td>97.0</td>
</tr>
<tr>
<td>SL</td>
<td>P</td>
<td>79.9</td>
<td>95.9</td>
<td>92.0</td>
<td>77.9</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>79.9</td>
<td>95.9</td>
<td>92.1</td>
<td>77.9</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>79.9</td>
<td>95.9</td>
<td>92.0</td>
<td>77.8</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>87.6</td>
<td>98.8</td>
<td>95.0</td>
<td>86.1</td>
</tr>
<tr>
<td>LB</td>
<td>P</td>
<td>87.5</td>
<td>97.7</td>
<td>91.2</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>87.2</td>
<td>97.7</td>
<td>91.2</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>87.3</td>
<td>97.7</td>
<td>91.2</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>94.4</td>
<td>99.4</td>
<td>94.7</td>
<td>93.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Work</th>
<th>F1 %</th>
<th>AUC %</th>
<th>MCC %</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ferrara, 17]</td>
<td>88.3</td>
<td>94.6</td>
<td>76.5</td>
</tr>
<tr>
<td>[Kudugunta, 18]</td>
<td>90.1</td>
<td>95.8</td>
<td>78.6</td>
</tr>
<tr>
<td>Twitterbot+</td>
<td>91.4</td>
<td>97.0</td>
<td>82.7</td>
</tr>
</tbody>
</table>

*Table 2: Performance comparison of different supervised learning algorithms.*

The second set of our experiments compare Twitterbot+ against the baselines. However, we are interested on the works published by [Ferrara, 17] and [Kudugunta, 18]. From the experiment presented in Table 3, Twitterbot+ yielded F1 result of 91.4% (Vs. 88.3% [Ferrara, 17] and 90.1% [Kudugunta, 18]), AUC result of 97.0% (Vs. 94.6% [Ferrara, 17] and 95.8% [Kudugunta, 18]) and MCC result of 82.7% (Vs. 76.5% [Ferrara, 17] and 78.6% [Kudugunta, 18]).

<table>
<thead>
<tr>
<th>Work</th>
<th>F1 %</th>
<th>AUC %</th>
<th>MCC %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitterbot+</td>
<td>91.4</td>
<td>97.0</td>
<td>82.7</td>
</tr>
</tbody>
</table>
The third set of our experiments answer to the second research question, we built on the hypothesis that capturing the behaviors of the labeled user types from different points of time can maximize the accuracy results while enriching previously labeled datasets by real samples of both human and bot. First, the majority, if not all of previously mentioned related works use information from a single observation from the labeled accounts (i.e. creating feature vector of the labeled datasets from one time point). In fact, a single observation from the user accounts is not enough to predict the type of user account accurately; this is due to the fact that both types change their behaviors during their life cycle. Second, the majority, if not all of the related works enrich existing labeled datasets either by using the additional and very expensive labeling steps [Varol, 17] or by creating new random samples based on the original feature vectors [Kudugunta, 18]. Thus, temporal enrichment seems to be an interesting solution for enriching previously labeled datasets with more real examples of human and bot. To validate our hypothesis, we created feature vectors from previously labeled datasets at t=0, t=10 days and t=100 days. We performed several experiments over the SMOTE algorithm baseline and our proposed temporal enrichment. As can be concluded from the experiment presented in Table 4, our proposed temporal enrichment achieves higher accuracy results than the baseline. This yielded F1 result of 97.9% (Vs. 93.4% [Kudugunta, 18]), AUC result of 99.7% (Vs. 98.3% [Kudugunta, 18]) and MCC result of 95.8% (Vs. 86.8% [Kudugunta, 18]).

<table>
<thead>
<tr>
<th>Datasets</th>
<th>F1%</th>
<th>AUC %</th>
<th>MCC %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>91.4</td>
<td>97.0</td>
<td>82.7</td>
</tr>
<tr>
<td>Original + SMOTE [Kudugunta, 18]</td>
<td>93.4</td>
<td>98.3</td>
<td>86.8</td>
</tr>
<tr>
<td>Original + temporal enrichment (Ours)</td>
<td>97.9</td>
<td>99.7</td>
<td>95.8</td>
</tr>
</tbody>
</table>

Table 4: Performance comparison of our proposed technique for enriching previous labeled datasets and SMOTE baseline.

5 Conclusion and Future Prospects

The approach taken in Twitterbot+ uses a minimal number of statistical features extracted from one single tweet with temporal enrichment of a previously labeled datasets, yet it yields high accuracy results (>95%), which is the lack in the majority of the state-of-the-art approaches. In addition, Twitterbot+ is not confronted by the problems inherent to the text. Moreover, Twitterbot+ is the first bot detection model that enriches their training data with temporal enrichment from the previously labeled user accounts. The evaluation of Twitterbot+ was done using three benchmark datasets. This will allow researchers to compare different systems fairly against our system. Experiment shows that simply using minimal parameters from of metadata of user accounts is sufficient to detect bot account accurately and quickly. As future works, we will extend our work to be able to detect the topic and the sentiment of the classified tweet. From a research standpoint, we will use Twitterbot+ to analyze Twitter conversations in different contexts to determine the extent of the interaction of humans and bots with public discourse, and to understand how their sophistication and capabilities evolve over time.
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