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dominik.pieczynski@put.poznan.pl)

Marek Kraft
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Abstract: In this paper, a method for improving the quality of person re-identification
results is presented. The method is based on the assumption, that including segmenta-
tion information into re-identification pipeline discards the automated detections that
are of poor quality due to occlusions, misplaced regions of interest (ROI), multiple
persons found within a single ROI, etc. using a simple segment number, bounding box
fill rate and aspect ratio check. Assuming that a joint detector-segmented approach is
used, the additional cost associated with the use of the proposed approach is very low.
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1 Introduction

Person re-identification is one of the most prominent tasks in video surveillance

systems. First introduced as a computer vision research problem in the context

of human-robot interaction, it was defined as a task to ’re-identify a person

when it leaves the field of view and re-enters later’ [Zajdel et al., 2005]. Since

then, it has found its way into video surveillance systems and became popular

in the community due to its application and research significance. Pioneering

approaches were usually based on colour and texture information. Fusion of in-

formation from multiple views followed soon after [Bazzani et al., 2010], along

with the approaches that aimed at decreasing the influence of background by

performing some kind of segmentation [Farenzena et al., 2010]. Following the

recent research trends in computer vision, deep learning based approaches first

appeared in [Yi et al., 2014]. Introduction of those new approaches caused a

breakthrough change in re-identification accuracy, reaching over 80% rank-1

accuracy on challenging datasets with over 1000 individuals registered across

multiple views [Hermans et al., 2017, Li et al., 2017, Zheng et al., 2017].
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the detections were first performed using an automated approach the detec-

tion windows were hand-filtered to some extent. For each detected bounding

box to be annotated, a ground truth bounding box containing the pedestrian

is drawn by hand. If the overlap between the automated detection and hand

annotation is larger than 50%, the bounding box is considered a valid detec-

tion. If the ratio is between 50 and 20%, their bounding box is considered a

distractor (hard example). Remaining bounding boxes are discarded. The dis-

tractors constitute about 8.5% of the dataset. Recent advances enabled a signif-

icant improvement of the results on Market-1501 over the baseline performance

reported in the paper introducing the dataset (44% in Cumulative Matching

Characteristic (CMC) rank-1 accuracy, single query). Using convolutional neural

networks as feature extractors in the siamese network setting enabled crossing

the 65% accuracy threshold [Varior et al., 2016]. Modifications of the training

procedure and the loss function, extensive use of transfer learning and data aug-

mentation soon pushed the results to 80% accuracy and beyond. Usefulness of

transfer learning in the context of person re-identification, especially given the

Market-1501 dataset’s scarcity of data, is demonstrated in [Geng et al., 2016].

An approach using a loss function not directly grounded in image classifica-

tion and derived from triplet loss is presented in [Hermans et al., 2017]. An

approach based on joint training of verification and identification is described

in [Zheng et al., 2018]. The approach learns a discriminative embedding and a

similarity measurement at the same time. Currently, the highest performance

in terms of accuracy (over 93%) is obtained using neural network models in-

corporating additional knowledge on body parts within an attention mecha-

nism, promoting more holistic silhouette comparison without focusing just on

the strongest features [Li et al., 2018][Wang et al., 2018].

However, the rise of data-hungry deep learning solutions naturally led to the

introduction of much bigger datasets. The MARS dataset [Zheng et al., 2016] is

currently the most comprehensive in terms of number of images – it contains over

1.1 million images of 1261 individuals. Moreover, the images are generated using

an automated pedestrian detector, so the detection bounding boxes are imperfect

and closer to real-life conditions. The persons within detection windows are

often incomplete, or occupy a small fraction of the detection window. Reports of

accuracy using this dataset are less common, with [Hermans et al., 2017] being

currently in the lead with 80% accuracy as per information on the benchmark’s

website1. The described solution uses the MARS dataset and is based on this

top performing method.

1 http://www.liangzheng.com.cn/Project/state_of_the_art_mars.html

613Pieczynski D., Kraft M., Fularz M.: Improving Person Re-identification ...



3 Proposed approach

The proposed approach is based on two key concepts: the re-identification neural

network and prior detection and segmentation operation based on the Mask-

RCNN method.

3.1 Re-identification and training

The re-identification neural network model is configured to generate embed-

dings instead of simply returning similarity measure. This approach is beneficial,

since once generated embedding vector can be stored and reused, whereas the

similarity measure approaches usually require computationally expensive neural

network prediction to be performed for every two images.

The ResNet-50 backend [He et al., 2015] is used as a feature extractor by re-

moving the final classification layer. The network architecture has proven to pro-

vide a good balance between complexity and accuracy. Moreover, a lightweight,

embedded hardware-friendly MobileNet-V2 neural network was also tested to

check the validity of the solution with a significantly simpler (3.4 million pa-

rameters vs 25.5 million parameters for ResNet-50) neural network architecture

[Sandler et al., 2018]. The use of standard network architectures enables the use

of pre-trained models. The feature extraction part is followed by an average pool-

ing layer for final 2048-dimensional embedding computation. As demonstrated

in [Lin et al., 2013], average pooling can be successfully applied in place of the

fully connected layer, demonstrating better robustness against overfitting with

the added benefit of having less trainable parameters.

The model is trained using batch hard triplet loss function. Presented in

[Hermans et al., 2017], it is derived from the basic triplet loss introduced in

[Weinberger and Saul, 2009]. The basic triplet loss performs optimisation with

the aim of transforming the embedding space in a way that makes the data

points (e.g. embedding vectors) coming from the same identity (e.g. the same

person) closer to each other than points coming from different identities. To

perform training, the network is presented with triplets – the anchor image,

similar image (belonging to the same identity) and the dissimilar image. While

successfully applied to face identification using deep convolutional neural net-

works [Schroff et al., 2015], triplet loss was outperformed by other approaches

in person re-identification. The issue is alleviated by introducing batch hard

triplet loss, employing a scheme for random sampling of identities and their

corresponding images to form a batch of images. The batch is then mined for

the hardest positive and the hardest negative samples, which are subsequently

used for the loss function value computation. Doing so, we discard trivial ex-

amples, which results in more meaningful updates, and do not rely on hard

sample mining within the whole dataset, which speeds up training significantly.
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individuals. Each individual is observed by up to 6 different cameras, although

not all persons are visible in all the cameras. Altogether, the test part of the

dataset contains 681 089 images.

For the purpose of this research, a subset of MARS test dataset was chosen.

Only test persons visible by 4 or more different cameras were used. This size

reduction allows for faster testing of the method. Overall 210 (33%) individuals

with 270 475 (53%) images were used. Images were filtered using an implementa-

tion of Mask-RCNN [Abdulla, 2017]. The training was performed on a machine

with a Titan Xp and Titan V GPU.

The first two detection quality criteria mentioned in the previous section

are binary and inform us whether or nor a single person is present within the

detection window. The images that didn’t fulfil the binary criteria are discarded

before proceeding with further evaluation.

To assess the impact of the non-binary criteria (the bounding box fill ratio

and the region of interest height/width ratio), the following procedure was used:

– the threshold for fill ratio was increased from 0% to 30% with a 0.5% step

increment, recording the accuracy and the number of remaining images for

each step,

– the threshold for fill ratio was decreased from 30% to 0% with a 0.5% step

increment, recording the accuracy and the number of remaining images for

each step,

– the bounding box height/width ratio was increased from 1 to 3 with a 0.05

step increment,

– the bounding box height/width ratio was decreased from 3 to 1 with a 0.05

step increment.

This enables an informed choice of the range of non-binary parameters that

results in ignoring problematic cases on one hand, but does not discard too many

images from the re-identification process. The results in of the experiments are

given in figure 8 and 9. Cumulative matching score was used for evaluation, so

rank−nmeans, that the correct person is among the n closest matches, and rank-

1 denotes binary accuracy. Evaluation protocol described in [Zheng et al., 2015]

and [Zheng et al., 2016] was applied.

The curves are plotted for the ResNet-50 model. To improve clarity, the

MobileNet-V2 curves are not shown in the charts, but their shape is roughly

similar, with a few percent shift towards lower accuracy, so the key takeout is

essentially the same. The range of the fill rate for which the accuracy remains

above 0.8 is 15% to 21%. The range of the aspect ratio for which the accuracy

remains above 0.8 is 1.9 to 2.4. These ranges were used as valid for non-binary

criteria in further tests. Applying the binary and non-binary criteria results in
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The overall accuracy gains achieved through filtering by applying all three

criteria are shown in Table 1. Given the query image, the predictions were per-

formed and the similarity was scored and sorted for all target persons in the

database. Rank n accuracy means that the classification was marked successful

if the correct person was present in n most similar persons chosen by the net-

work. As MARS dataset requires a random choice of gallery images, we perform

50 passes of accuracy calculation with different selections. In addition to the

rank accuracy we also report the standard deviation.

r-1 r-5 r-10 r-20

ResNet-50 backend

U 0.896± 0.00731 0.938± 0.00635 0.950± 0.00550 0.961± 0.00528

F 0.923± 0.00641 0.954± 0.00658 0.963± 0.00619 0.973± 0.00526

MobileNet-V2 backend

U 0.870± 0.00859 0.924± 0.00627 0.940± 0.00547 0.953± 0.00522

F 0.901± 0.00811 0.943± 0.00661 0.957± 0.00586 0.969± 0.00463

Table 1: The tested model with their corresponding rank accuracy with and with-

out input image filtering; U indicates the unfiltered dataset, while F indicates

the dataset filtered with the described rules

Applying the input image filtering improved the rank-1 accuracy by 2.7 per-

cent points in case of the ResNet-50 backend and by 2.9 percent points in the

case of MobileNet-V2 backend. The improvements of higher rank accuracies are

significantly lower, as expected. This demonstrates, that the approach that is

currently listed as the state of the art level person re-identification accuracy on

the MARS dataset benefits from the presented image filtering method. Since

the method is generic, one might also expect similar gains in the case of other

methods and network architectures. However, the improvements might be not

as prominent in the case of methods employing body part attention mecha-

nisms [Li et al., 2018][Wang et al., 2018]. Interestingly, the difference between

the two backends used for re-identification is less prominent than in the case

of their use for ImageNet classification, in which they achieve 72% and 77.2%

accuracy, respectively. This indicates, that an analysis of performance of fea-

ture detection backends in deep learning person re-identification might be an

interesting research area. This observation is especially valuable in the light

of the fact, that video surveillance is increasingly performed using distributed,

resource-constrained computational platforms forming smart camera networks
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[Shao et al., 2018].

5 Conclusions

A method for improving the accuracy of person re-identification was proposed.

The method uses segmentation priors to filter out the problematic images, whose

analysis might give rise to errors. The method is based on a variety of simple

characteristics, whose computation is possible under the assumption that the

joint detection and segmentation approach is used as the prior processing step.

The computational cost of computing the aspect ratio and fill ratio is low, yet

the improvement in re-identification accuracy is noticeable, even though a state

of the art method is used as baseline. Moreover, the method can be used in

conjunction with a wide range of existing re-identification approaches. Future

work will be focused on observing the interaction between the presented ap-

proach and other re-identification performance improvement steps like multiple

query or re-ranking. An evaluation of methods based on attention and involving

matching of specific silhouette parts is also considered as an interesting direction

for research, since the segmentation-based approach presented in this paper is

to some extent equivalent. The comparison of deep convolutional feature extrac-

tors points reveals, that a more thorough evaluation of a range of other available

options might also be valuable.
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