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Abstract: Accurate information about the actual behavior of electricity users is essential to the 
electricity suppliers in order to ensure efficient decisions in planning pricing, e.g., designing 
tariffs and load planning. Load profiles of customers is a straightforward source for such data, 
however it should be analyzed to extract relevant information. Most of the existing techniques 
are tested with small data sets or over short periods, which does not allow to investigate 
seasonality influence. We present a new methodology for the grouping of electricity customers 
based on the similarities of their (hourly) consumption patterns. Approach is based on the 
periodicity analysis and well-known clustering technique – K-means, which is applied for 
identification for separate users load profiles and clustering of load profiles. Values of model 
parameter are selected using adequacy measures. Finally, the results obtained by this 
methodology with a data set of 3753 electricity customers are presented, and future plans 
discussed. 
 
Keywords: electricity patterns, load profiling, time–series clustering, clustering technique  
Category: I.2.1 

1 Introduction 

Constantly growing efficiency, reliability and sustainability requirements for the 
electrical grid advances development of a smart grid. Roll-out of such technology 
allows recording electricity consumption at hourly rate and sending it to a central 
system at least daily. Such data could be used to improve different electricity grid 
parameters by exploiting knowledge about the user’s behavior, e.g. profiles of users. 
Identification of customers groups exhibiting similar consumption patterns would 
allow electricity providers to design specific tariff options for the different classes of 
electricity customers as well as to develop a better marketing and trading strategies. 
From the customers point of view, benefit can be obtained by planning their 
electricity consumption, for example shifting it to less expensive times in order to 
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lower their electricity bill. However, customer segmentation without any prior 
knowledge (about number of groups or customer’s energy consumption habits) is not 
an easy task, new techniques are necessary in order to deal with such amount and type 
of data. 

Different types of clustering techniques have been already used for electricity 
customers classification. Methodology based on the self-organizing maps (SOM) and 
clustering methods (K-means and hierarchical clustering) was applied on a dataset 
consisting of hourly measured electricity use data for 3989 electricity customers 
[Rasanen, 10], where only to 5% of the randomly chosen (using uniform 
distributions) initial time series observations were clustered. SOM was used to 
identify vectors that represent users consumption habits and K-means and hierarchical 
clustering methods were used to cluster these vectors. Results show that K-means 
algorithm outperforms hierarchical clustering method. 

Self-organizing maps (SOM) and K-means were used in [Aickelin, 11] as well. 
Here, an initial data set was stratified by splitting it to weekends and weekdays 
(workdays), and further stratified into winter and summer seasons. Detailed analysis 
was applied only to one stratification, i.e. winter weekends. Each user was 
represented by the average load profile calculated as the mean value for each hourly 
reading across all readings. The results showed that K-means approach was the best in 
comparison with SOM and two stage process (first applying SOM and then K-means 
method) approaches. 

Similar data stratification was applied for analyzing 15 min. resolution smart 
meter data for ~200 electricity users [Flath, 12]. In this case clustering was performed 
using K-means algorithm. Similar research [Wong, 12] based on K-means algorithm 
was performed using 15 - minute interval data set for 8337 households collected 
during two months of summer. 

Research [Liu, 15] presents adaptation of K-means clustering algorithm to 
analyze similar behavior between customer of electricity. In this case one day’s power 
loads with 144 observations were analyzed. Principal component analysis was used in 
order to get the clustering result visible. Obtained results are promising, showing the 
rationality and correctness of the clustering. 

Paper [Poggi, 15] describes a new methodology based on high-dimensional 
regression models. Research data set consists of 4 225 individual customers meters, 
each with 48 half-hourly meter reads per day over 1 year: from 1st January 2010 up to 
31st December 2010. Results revealed the necessity of separate analysis of customer 
load profiles for summer/winter seasons and working/non-working days. 

In the mentioned studies, the customer classification was typically performed 
using datasets consisting of small number of electricity users (e.g., up to 2000 in 
[Flath, 12] or short periods of time (e.g., two summer months only in [Wong, 12])) or 
observations from the short time periods (up to one year). We propose a methodology 
to handle large electricity load time series and refine such raw data into more valuable 
information, i.e. user profiles. Furthermore, we propose technique to combine 
weekdays and weekends profiling results. Methodology presented in this paper helps 
to analyze electricity consumption data, though it does not provide fully automated 
procedures. Final decisions regarding number of profiles, minimum size of profile can 
be also influence by the aim of analysis or other external factors and should be 
confirmed by the marketing experts. 
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The rest of the paper is organized as follows. Section 2 presents the clustering 
techniques used. Section 3 describes the proposed profiling and Section 4 presents 
some experimental results. Finally, conclusions are given in Section 5. 

2 Methodology 

The proposed profiling approach can be divided into several major steps. First, we 
need to identify the unit of analysis (i.e. a time period over which load profile will be 
investigated) we want to focus our attention on. We do this by performing periodicity 
analysis using Lomb-Scargle periodograms. In the next phase we are trying to 
recognize each customer’s habitual electricity consumption behavior. To detect these 
typical load profiles we use K-means clustering algorithm. Once we have identified 
these individual usage patterns, the next phase is to aggregate similar load patterns 
into clusters of similar consumption behavior. This is done by using K-means 
clustering algorithm. In order to estimate the appropriate number of clusters we use 
clusters adequacy indexes. These steps will be discussed in greater detail later in this 
paper (sec. 3). In the following subsections we provide theoretical background of 
methods used to analyze the data. 

2.1 Lomb-Scargle periodogram 

Lomb–Scargle periodogram [Scargle, 82] can be used to detect periodic patterns in 
unevenly spaced time series. Suppose that {ݕ(ݐ௜)} is time series of ݊ data points 
collected at times ݐ௜ where ݅ = 1,… , ݊. In this case the observation moments are 
unevenly spaced, so the intervals ߜ௜ = ,(௜ିଵݐ)ݕ] ,[(௜ݐ)ݕ ݅ = 2,… , ݊  may have 
different length. Lomb – Scargle normalized periodogram can be computed from Eq. 
(1). 
(ݓ)ොݕ  = ଶߪ12 ቈ(∑௡௜ୀଵ (௜ݐ)ݕ) − (തݕ cosݓ ௜ݐ) − ߬))ଶ∑௡௜ୀଵ cosଶݐ)ݓ௜ − ߬)+ (∑௡௜ୀଵ (௜ݐ)ݕ) − (തݕ sinݓ ௜ݐ) − ߬))ଶ∑௡௜ୀଵ sinଶݐ)ݓ௜ − ߬) ቉ , (1)

 
where   
തݕ .1 = 1/݊∑ ௡௜ୀଵ(௜ݐ)ݕ  is time series mean; 
ଶߪ .2 = 1/(݊ − 1)∑ 	௡௜ୀଵ (௜ݐ)ݕ) −   ;ത)ଶ is time series varianceݕ
3. ߬ is time delay defined by the equation (2): 
 ߬ = ݓ12 ݊ܽݐܿݎܽ ቈ∑௡௜ୀଵ ݊݅ݏ ௜∑௡௜ୀଵݐݓ2 ݏ݋ܿ ௜቉. (2)ݐݓ2

  
Using Eq. 1 it is easy to find a normalized power as a function of angular frequency ݓ =  for all the periods ܲ. One of the simplest ways to identify the dominant ܲ/ߨ2
time series periods is drawing the periodogram. It is easy to identify visually 
frequencies corresponding to the dominant spikes of the periodogram. 
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2.2 Data normalization  

Let ܺ be a numeric attribute with ݊ observed values ݔ௜ ≥ 0, ݅ = 1,… , ݊. A value ݔ௜ of ܺ is normalized to ݔ෤ by computing  
෤௜ݔ  = ௜ݔ − ୫ୟ୶ݔ୫୧୬ݔ − ୫୧୬, (3)ݔ

 
where ݔ୫୧୬ and ݔ୫ୟ୶ are the minimum and maximum values of an attribute ܺ. 
This transformation ensures that all values fall within the range [0,1]. 

2.3 K-means clustering  

Suppose we observe ଵܺ, … , ܺ௡ ∈ ℛ௠. The idea of K-means is to partition the { ௜ܺ} 
into ݇		(݇ < ݊) clusters so that the objects within a cluster are more similar to each 
other than the objects in different clusters. Objects similarity can be measured using 
Euclidean, Manhattan [Han, 12] or other measures of similarity. 
Stepwise K-means clustering [Han, 12] algorithm can be defined as follows.   
1. Randomly select ݇ initial objects as centroids.  
2. Calculate the similarity of all objects from those ݇ centroids.  
3. Assign each object to the closest cluster.  
4. Recompute each cluster centroid as the average of the objects assigned to them.  
5. Repeat steps 2 – 4 until the same points are assigned to each cluster in consecutive 

rounds.  
The objective of K-means algorithm is to minimize the squared error function:  

ܧ  =෍௞௜ୀଵ ෍௑∈஼೔ |ܺ − ܿ௜|ଶ, (4)

 
where ܺ – is a point in space representing a given object, ܿ௜ is the mean value of 
cluster ܥ௜. 
2.4 Clusters adequacy indexes  

K-means clustering method requires a priori specification of the number of clusters 
(݇). We apply cluster validity indexes to select the appropriate value of the number of 
clusters. The definitions of selected adequacy measures are based on the following 
preliminaries: 
Suppose   
1. ܺ = ,ଵݔ) … , ,(௠ݔ ܻ = ,ଵݕ) … ,   ௠) – points in space representing given objectsݕ
  ௜ – the ݅th clusterܥ .2
3. ܿ௜ – the centroid of cluster ܥ௜  
4. ݊௜ – number of objects in ݅th cluster  
5. ݊ – the number of objects in the data set  
6. ݇ – the number of clusters  

 The similarity between two objects (ܺ and ܻ) is defined as Euclidean distance:  
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݀(ܺ, ܻ) = ඩ෍௠௜ୀଵ ௜ݔ) − ௜)ଶ. (5)ݕ

2.4.1 Dunn index (DI) 

Dunn index [Babos, 02] assumes that well separated clusters have a high intra-cluster 
similarity (between objects in the same cluster) and low inter-cluster similarity 
(between different clusters).  

ܫܦ  = ݀௠௜௡݀௠௔௫, (6)

 
where  
 ݀௠௜௡ = ݉݅݊ଵஸ௜,௝ஸ௞௜ஷ௝ ݀௜௝, (7)݀௜௝ = min௑∈஼೔,௒∈஼ೕ݀(ܺ, ܻ), (8)݀௠௔௫ = maxଵஸ௜ஸ௞ܦ௜, (9)ܦ௜ = max௑,௒∈஼೔݀(ܺ, ܻ), (10)

 
and where ݀௜௝  is the smallest value of similarity between two objects from different 
clusters, ܦ௜  is the highest value of similarity between two objects from the same 
cluster. The higher the value of DI the better is clustering. 

2.4.2 Davies – Bouldin index (DBI) 

DBI [Aickelin, 12] is defined as the ratio between the within cluster scatter and the 
between cluster separation  

ܫܤܦ  = 1݇෍௞௝ୀଵ ଵஸ௜ஸ௞௜ஷ௝ݔܽ݉
௜ܵ + ௝ܵܯ௜௝ . (11)

 
Where ௜ܵ is a measure of scatter within the ݅th cluster defined as  
 

௜ܵ = 1݊௜ ෍௑∈஼೔ ݀(ܺ, ܿ௜), (12)

௜,௝ܯ  :௜,௝ is a measure of separation between ݅th and ݆th clustersܯ  = ݀(ܿ௜, ௝ܿ). (13)
 
Lower value of DBI indicates the better clustering. This index has limitation: it cannot 
be applied when a clustering algorithm produces clusters containing single object. 
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2.4.3 Mean index adequacy (MIA) 

MIA [Aickelin, 12] is a cluster compactness measure  
 

ܣܫܯ = ඩ1݇෍௞௜ୀଵ ௜ܵ . (14)

 
The smaller value of MIA indicates more compact clusters. 

2.4.4 Cluster dispersion indicator (CDI) 

CDI [Aickelin, 12] depends not only on the similarity between the objects from the 
same cluster but also on the similarity between all clusters centroids:  
 

ܫܦܥ = ඩ1݇ ∑௞௜ୀଵ 12݊௜ ∑௑,௒∈஼೔ ݀(ܺ, ܻ)12݇ ∑ଵ௜,௝௞ ௜,௝ܯ . (15)

 
This measure evaluates not only the compactness of the clusters but the difference 
between clusters. The smaller the value of the CDI the better is clustering.  

3 Profiling approach 

The proposed profiling approach includes the following steps:   
1. Periodicity analysis. In order to identify the unit of analysis we use the Lomb–

Scargle periodogram.  
2. Data preprocessing. Cleaning the data with missing values and applying 

normalization procedure.  
3. Identification of load profiles. K–means clustering is used to find the main 

consumption patterns for each user during weekends/holidays and working days. 
The appropriate number of patterns is selected based on the results of experiments 
with the different number of clusters.  

4. Clustering of load profiles. K–means are used for load profiles clustering in this 
step. Working days and weekends/holidays patterns are analyzed separately. In 
order to find the appropriate number of clusters experiments with a different 
number of clusters are performed and evaluated using different clustering quality 
measures.  

5. Results consolidation. User groups are formed by combining weekends/holidays 
and working days patterns and choosing the most commonly observed 
combinations.  

The stages of the process are explained in detail below. 

3.1 Periodicity analysis 

The first step is identification of analysis unit. We use Lomb-Scargle periodogram 
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[Scargle, 82] to identify periodicity because a part of the data is unequally sampled, 
i.e. some readings are missing due to the communication errors. A spectral analysis is 
performed for each electricity consumption curve in order to highlight the most 
intense periods. The most commonly observed period is used as an analysis unit, i.e. 
electricity load profiles are generated over this period. 

3.2 Data preprocessing 

The data preprocessing phase includes several phases:   
1. Cleaning process: time series with missing values are removed1.  
2. Data normalization: min – max normalization (subsection 2.2) is applied, using 

the results of periodicity analysis, i.e. data is normalized within the most common 
period readings. This step ensures that clustering will be performed based on the 
shape of the pattern and not on the total usage. Domain experts suggest that it is 
more important to analyze similar load patterns according to a shape-based 
criterion. In this case clusters can be interpreted in terms of timing of higher and 
lower discretionary demand.  

3. Data partitioning: based on the idea that users may have different energy 
consumption patterns during weekends and other public holidays we decided to 
divide data set into two smaller sets: weekends/holidays and working days 
observations.  

3.3 Identification of customers load profiles 

The goal of this step is to identify typical patterns representing each customer’s 
electricity demand during weekends/holidays and working days. 

Each user is represented by the data set ܆ =  where ݅ denotes specific {௝௜,ௗ܆}
user and ݀ ∈ ,ݓ} ݊}  is an index with two values: ݓ  stands for working days 
observations and ݊ for non-working. ௝ܺ௜,ௗ = ,ଵݔ〉 ,ଶݔ … ,  ௠〉 is a vector representingݔ
hourly measured electricity usage observations during the identified period 
(subsection 3.1). E.g., if we are looking for typical twenty - four hours patterns then ݉ = 24  and ௝ܺ௜,ௗ  is 24 values vector depicting hourly measured electricity 
consumption on specific date ݆. 

Each data set (܆௜,௪  and ܆௜,௡ ) is separately analyzed by applying K–means 
clustering algorithm (subsection 2.3). In order to identify the most appropriate number 
of clusters we suggest performing several experiments with a different number of 
clusters ݇ = 2,3,4,5. Some of industrial companies may have different patterns 
during the week. The maximum number of 5 clusters was selected in case there would 
be 5 different patterns – each for every working day. The following profiling 
approach is based on the idea that each user has one consumption pattern during 
weekends/holidays and one during working days. We plan to examine more 
complicated cases, when a user might have more than one consumption pattern, in 
future. While, in this paper users’ profiles for working and non - working days are 

                                                      
1 In the future we are planning to extend the proposed algorithm for dealing with incomplete 
data. In order to calculate the distance between data that contain missing values we are going to 
use partial distance strategy. 
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identified as the centroids of the larger cluster when ݇ = 2. 

3.4 Classification of load profiles 

In this stage we have two data sets ܆௪ and ܆௡ representing customers load profiles 
for working and non-working days. Vector ௜ܺௗ = ,ଵݔ〉 ,ଶݔ … , ,〈௠ݔ ݀ = ,ݓ ݊ defines ݅th user’s load profile for working days or weekends/holidays (based on the value of ݀). The value of ݉ can be chosen according to the desired period of load pattern 
representation, typically, by using 24 hours period (݉ = 24), one-week period 
(݉ = 24 ⋅ 7) and etc. 

Each data set is analyzed separately by applying K–means clustering algorithm 
with different number of clusters ݇ = 2,… , ݈. Value of ݈ can be identified intuitively 
or based for example on the rule of thumb [Bibby, 79]:  

 ݈ ≈ ඥ݊/2, (
16) 

 
where ݊ is number of objects. 

In order to compare clustering results obtained using different number of clusters 
we propose to use several clustering adequacy measures: MIA, CDI, Davies–Bouldin 
and Dunn indexes (subsection 2.4). Each adequacy measure is analyzed separately. It 
is expected that different indexes should suggest the same or at least similar number 
of clusters. 

3.5 Merging results  

The last stage in customers profiling is results consolidation. In order to combine 
working days and weekends/holidays results we analyze all possible combinations of 
working days and weekends patterns. We use a two-way frequency table to count the 
number of users being in the corresponding clusters. In this way we can obtain 
information about the most common combinations and very rare cases. Domain 
experts suggest that combination of load profiles can be identified as a rare if it is ten 
times smaller than the largest combination. Based on the specific profiling task rare 
combinations can be analyzed as special ones or be assigned to the larger 
combination. The assignation can be performed using one of the following 
approaches:   
1. All rare combinations are assigned to the largest (the most common) profile.  
2. A new profile (consisting of all rare combinations) is formed.  
3. Rare combination is assigned to one of the previously defined profiles based on 

the similarity measure. 
For example, suppose that ݃௦ = {ܼ௦భ௪ , ܼ௦మ௡ }, ݏ = 1,… , ݇ are defined profiles (݇ 

most common combinations), where ݏ –  profile number, ܼ௦భ௪  – the ݏଵth usage 
pattern for working days and ܼ௦మ௡  – the ݏଶth usage pattern for weekends/holidays. A 
rare combination ௜݂௝ = { ௜ܻ௪, ௝ܻ௡}  is assigned to the ݐ th profile ݃௧ , where ݐ  is 
defined as  
ݐ  =ଵஸ௦ஸ௞ ݀( ௜݂௝, ݃௦), (17) 

1313Uzupyte R., Babarskis T., Krilavicius T.: The Generation of Electricity ...



where  
 ݀( ௜݂௝, ݃௦) = ݉ଵ݀( ௜ܻ௪, ܼ௦భ௪) + ݉ଶ݀( ௝ܻ௪, ܼ௦మ௪)݉ଵ + ݉ଶ . (18) 

 
Values of ݉ଵ and ݉ଶ can be identified based on one of the following assumptions:   
1. working days patterns do not have influence on profile selection: ݉ଵ = 0,݉ଶ =1  
2. non-working days patterns do not have influence on profile selection: ݉ଵ =1,݉ଶ = 0  
3. working and non - working days patterns have the same influence on profile 

selection: ݉ଵ = 1,݉ଶ = 1  
4. influence of working and non - working days patterns can be expressed as ratio ݉ଵ:݉ଶ.  

The selection of an appropriate approach is a marketing problem and in this paper 
it will not be further analyzed. 

4 Experimental Evaluation 

Proposed clustering approach was applied for a real-world data set consisting of 3 
years (January 2011 to December 2013) hourly measurements for 3753 industrial 
users. Previously presented algorithm was used to partition the data set into 
homogeneous clusters in order to identify the groups of electricity customers that 
have similar patterns of electricity consumption. 

All experiments were performed using R software environment for statistical 
computing (www.r-project.org). 

4.1 Periodicity analysis 

The first step is identification of analysis unit. We apply Lomb–Scargle periodogram 
[Scargle, 82] to identify periodicity. We perform a spectral analysis of each electricity 
consumption curve, see Figs. 1 – 4 for some examples. It is easy to see that the most 
intense peaks for different series are different, e.g. 24 hours, 168 hours (7 days) or 
8768 hours (365 days). Examples provided in this paper represent the variety of 
frequencies observed in the analyzed time series. More examples can be found at 
[Examples]. Periodicity analysis revealed that 24 hours period is common for all time 
series, but the intensity of this period may be different. Moreover, 24 hours period is 
the most relevant from the perspective of marketing decisions. However, the proposed 
methodology is not tied to any specific period and can be used to analyze electricity 
consumption over different time periods. However, local maximum values of the 
periodograms are the same for all the time series. This leads to the conclusion that 
there are several periods common for all the time series, but the intensity of these 
periods is different. Further analysis shows that 24 hours period is the strongest or one 
of the strongest periods for all the time series and as a result we choose it as a unit of 
the analysis. In the future we are planning to perform more detailed analysis using 
different units of analysis, for example 12 hours, 168 hours (7 days) or 744 hours (1 
month) periods. 
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Figure 1: Periodogram with the dominant period of 24 h (selected user No. 1) 

 

Figure 2: Electricity usage curve (selected user No. 1) 
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Figure 3: Periodogram with the dominant period of 7 days (selected user No. 2) 

 

Figure 4: Electricity usage curve (selected user No. 2) 
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Figure 5: Periodogram with the dominant period of 365 days (selected user No. 3) 

 

Figure 6: Electricity usage curve (selected user No. 3) 

Before further analysis we perform several data preparation steps, defined in 
subsection 3.2. Time series with missing values are eliminated (final data set consist 
of 1500 user’s data) and the rest of the data is normalized within the 24 hours 
readings.  
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4.2 Identification of customers load profiles 

The goal of this step is to identify typical twenty-four hours patterns representing 
each customer’s electricity demand during weekends/holidays and working days. We 
follow the procedure from subsection 3.3. 

Part of the results of experiments with a different number of clusters are provided 
in Fig. 7 – 12. From these graphs we can see that despite the change in the number of 
clusters centroids remain qualitatively unchanged. We can also observe the shift in 
time axis or quantitative change in consumption. E.g., in Fig. 7 the case with two 
clusters (݇ = 2) depicts electricity consumption during two different periods: black 
curve represents usage pattern during the period from April to October and black – 
during the period from November to March. This one-hour shift is probably caused by 
the daylight saving time clock shifts2. Another example (see Fig. 8) shows two 
different consumption patterns during non-working days: in case when ݇ = 2 black 
curve depicts usage pattern on Sundays and holidays and red curve on Saturdays. 
These differences between consumption patterns may occur due to the shorter 
working hours on Sundays and holidays. Graphical example provided in Fig. 11 
depicts fairly similar results: in case when ݇ = 2  black curve represents 
consumption pattern during period from November to March and red curve – from 
April to October. However, in this case besides the shift in time axis we can also 
observe quantitative changes in consumption patterns. These differences can be 
influenced by change in volume of production during summer/winter seasons. A more 
detailed analysis is necessary for a deeper understanding of the causes of these 
differences. However, these observations lead to the conclusion that each user have 
one consumption pattern during weekends/holidays and one during working days 
which are identified as the centroids of the larger clusters when ݇ = 23. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                      
2 Daylight saving time is the practice of advancing clocks during summer months by one hour 
in order to make the most efficient use of seasonal daylight. In Europe clocks are adjusted 
forward one hour on the last Sunday in March and adjust them backward on the last Sunday in 
October. 
3 With the selected data set, i.e. it could differ with other data sets. 
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Figure 7: Clusters centroids for working days data (selected user No. 1) 

 

Figure 8: Clusters centroids for weekends/holidays data (selected user No. 1) 
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Figure 9: Clusters centroids for working days data (selected user No. 2) 

  

 

Figure 10: Clusters centroids for weekends/holidays data (selected user No. 2) 
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Figure 11: Clusters centroids for working days data (selected user No. 3) 

 

Figure 12: Clusters centroids for weekends/holidays data (selected user No. 3) 

4.3 Clustering of load profiles 

In order to find clusters of typical consumption patterns we use an approach described 
in subsection 3.4. 

Results of clusters adequacy indexes are provided in Fig. 13 and Fig. 14. 
Analyzing results for working days data we can see that maximum value of Dunn 
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index is at ݇ = 12 while minimum value of Davies–Bouldin index occurs during 
cases ݇ = 9, ݇ = 13 (see Fig. 13 top left and top right). Value of cluster dispersion 
indicator gradually decreases while the number of clusters increases. However, from ݇ = 12 change in CDI values becomes very small (Fig. 13 bottom right). Similar 
tendency can be seen analyzing curve of mean adequacy index (Fig. 13 bottom left). 
In summary, clusters adequacy indexes indicate that values ݇ = 9,12,13 are the 
most appropriate. In order to select the number of clusters for further investigation, 
we analyze both the quantitative characteristics and the graphical display of results. 

The comparison of cluster centroids (between cases ݇ = 9,12,13, see Fig. 17, 
18,15) shows that by increasing the number of clusters qualitatively different 
electricity consumption tendencies can be seen. Black lines depict initial tendencies, 
yellow lines – tendencies that have changed and green lines – new tendencies, that 
have not been seen before. For example, in case when ݇ = 13 tendencies observed 
in clusters no. 5 and no. 7 have not been identified in other cases (݇ = 9,12). Based 
on these results we identified 13 different electricity consumption patterns for 
workings days data. 

 

 

Figure 13: Clusters adequacy indices for working days data 

We perform the same analysis with weekends/holidays data. In this case the 
results show that global maximum for Dunn index is reached, when ݇ = 17 (see Fig. 
14 top left). Davies–Bouldin index (Fig. 14 top right) reaches global minimum value 
when ݇ = 13, while Dunn index at this point has value of local maximum. Value ݇ = 8 indicates local minimum value for Davies–Bouldin index. Analyzing MIA and 
CDI curves (Fig. 14 bottom left and bottom right) we can see that from the point ݇ = 13 changes in the criteria values become very small. These results show that the 
most appropriate values of ݇ are ݇ = 8,13,17. The particular number of clusters we 
select based on graphical analysis of consumption patterns (see Fig. 16, 19, 20). In 
these figures black lines show initial tendencies, green – new tendencies and yellow – 
tendencies that have change because of different number of clusters. The comparison 
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of cluster centroids (between cases ݇ = 8,13,17) shows that ݇ = 13 is the optimum 
number of consumption patterns: in the case of ݇ = 8 part of tendencies (clusters no. 
10 and no. 12, Fig. 16) is lost while for ݇ = 17 several tendencies are almost 
indistinguishable (clusters no. 3 and no.7, clusters no. 7 and no. 13, Fig. 20). 

 

  

Figure 14: Clusters adequacy indices for weekends/holidays data 

Clustering experiments show that 13 different customer types (profiles) can be 
identified for weekends/holidays and 13 for working days. Graphical partitioning 
results are provided in Fig. 15 and Fig. 16. Analyzing results, we can see that most of 
the working days patterns also occur during weekends and holidays (e.g. 3th cluster 
of working days and 8th cluster of weekends/holidays, 12th cluster of working days 
and 1 th cluster of weekends/holidays), but weekends and holidays have some 
distinctive tendencies (e.g. 2th and 11th clusters) that are not common for working 
days. 
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Figure 15: Electricity consumption patterns during working days 

 

Figure 16: Electricity consumption patterns during weekends/holidays 

4.4 Merging of the clustering results 

Based on the approach described in subsection 3.5 we combine working days and 
weekends/holidays clustering results. We identify all possible combinations of 
working days and weekends patterns and evaluate the frequency of each combination. 
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Analyzing results (see table 1) we can see that some combinations are very rare4. 
These cases can be analyzed as special ones or be assigned to the one of the larger 
combinations based on the specific profiling task. 

  
 n  
w   

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 0 0 7 1 21 1 0 0 13 0 0 87 0 
2 6 13 1 25 4 5 16 14 6 21 6 3 1 
3 3 27 0 20 0 1 3 0 7 5 0 2 0 
4 8 1 8 15 3 53 2 0 17 3 5 7 0 
5 1 6 0 0 1 8 2 35 1 3 1 2 0 
6 14 29 1 35 3 12 27 29 14 25 5 9 5 
7 9 11 1 13 1 3 12 0 6 38 3 0 5 
8 2 0 60 3 1 0 0 0 5 0 0 12 0 
9 41 4 3 29 0 2 2 0 14 3 4 1 0 
10 0 5 0 0 10 0 2 1 1 1 2 0 0 
11 11 27 0 31 0 2 7 26 2 25 4 3 0 
12 14 8 2 28 1 10 12 4 5 18 23 0 1 
13 0 1 0 2 0 1 1 1 0 8 0 0 151 

Table 1: Combinations of working days (w) and holidays (n) clusters 

Identification of a threshold value for the minimum size of profile (i.e. a 
minimum number of users in profile) is a marketing problem. In this example we will 
consider that all combinations ௜݂௝ , ݅, ݆ = 1,… ,13 with frequency higher than 15 can 
be identified as distinct electricity usage profiles. Therefore, the proposed profiles are 
marked in bold font in table 1. The rest of the combinations can be analyzed as special 
cases or be assigned to one of the previously defined profiles using one of the 
methods proposed in subsection 3.5. Since the selection of an appropriate approach is 
a marketing problem it will not be further analyzed. 

5 Conclusions 

We have presented an approach for the grouping of electricity customers based on the 
similarities of their (hourly) consumption patterns. We proposed a several stages 
methodology, i.e. using K-means to obtain load profiles for users and to partition 
these profiles into homogeneous clusters. 

Experiments show that proposed approach is able to provide well-separated 
clusters clearly representing the behavior of electricity users. Moreover, method 
leaves to the supplier possibility of defining the number of profiles by adjusting the 
threshold value for the minimum size of profile. Furthermore, algorithm enables the 
possibility to choose how to design profiles for load patterns with uncommon 
behavior. Even though proposed methodology was tested using only one dataset we 
expect the approach to generalize to other datasets properly. Proposed methodology is 

                                                      
4 In this case the combination of load profiles is defined as a rare if it is ten times smaller than 
the largest combination. However, this value can be adjusted based on marketing decisions and 
the aim of consumption analysis. 
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based on K-means algorithm. This technique stands out for being considered one of 
the ten most influent algorithms in data mining. Such influence is due to its 
simplicity, scalability, and easy adaptation to different domains [Kumar, 09]. 

Experiments revealed that in this case all users have only one consumption 
pattern during weekends/holidays and one during working days. However, this 
assumption may not always be valid. For this reason, in the future we are going to 
examine more complicated cases:   
1. users having more than one consumption pattern,  
2. users having more typical behaviors than just working and non - working days.  
For this reason, we are considering the possibility to use soft assignment k-means 
algorithm which is an extension of k-means where each data point can be a member 
of multiple clusters with a membership value. Moreover, clustering adequacy indexes 
(e. g. MIA, CDI) require a biased exert knowledge. In the future we are planning to 
develop more objective methodology for selection of parameter ݇ . We are 
considering usage of MapReduce algorithm [Naldi, 15] in order to evolve clusters 
without specifying k-means parameters. Furthermore, future plans include methods 
for dealing with missing or incomplete data. We are interested in several possible 
solutions:   
1. Partial distance strategy (PDS) – distance between two objects is calculated using 

only observed values.  
2. Optimal completion strategy (OCS) – missing values are regarded as additional 

parameters to be optimized during clustering.  
3. Nearest prototype strategy (NPS) – modification of OCS, in which missing values 

are imputed considering only the nearest prototype.  
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Appendices 

A. Cluster centroids for working days set 

 

Figure 17: Electricity consumption patterns during working days when k=9 

  

 

Figure 18: Electricity consumption patterns during working days when k=12 
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B. Cluster centroids for non - working days set 

  

 

Figure 19: Electricity consumption patterns during non - working days when k=8 

 

Figure 20: Electricity consumption patterns during non - working when k=17 
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