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Abstract: Postprandial blood glucose (PBG) elevation has been documented as a significant 
development of diabetes and cardiovascular diseases. Surprisingly, few studies have provided 
an effective model for predicting PBG elevation. This work presents the classification of PBG 
in a cohort study via integrating feature ranking with ensemble learning and logistic model 
trees. We used a cohort dataset that included 1,438 individuals from Landseed Hospital in 
Taiwan. Data from 2006 to 2013 were collected. To evaluate the performance of the proposed 
model, four well-known data mining classifiers (Naive Bayes tree algorithm, alternating 
decision tree, radial basis functions neural network, and Adaboost.M1) were employed in this 
study. The proposed model provided a reasonably accurate classification for predicting the 
PBG levels. Twenty-seven risk factors were identified as important risk factors for PBG 
elevation. The role of PBG should be emphasized and not that of PBG elevation. The predictive 
factors of PBG must be related to the development of certain diseases. 
 
Keywords: Postprandial Blood Glucose Elevation, Cohort Dataset, Data Mining, Chronic 
Diseases 
Categories: I.2.1, M.4 

1 Introduction  

Increasing evidence suggests that postprandial blood glucose (PBG) is a contributing 
factor to the development of cardiovascular diseases and diabetes [Cavalot et al., 
2011; Tsujimoto et al., 2016; Kennedy et al., 2017]. A large number of studies have 
been conducted for predicting/classifying fasting blood glucose and/or PBG elevation 
[Yamaguchi et al. 2004, Wang and An 2014, Zarkogianni et al. 2015, Wang et al. 
2016, Oviedo et al. 2017]. For example, [Tresp et al. 1999] utilized recurrent neural 
networks and time-series convolution neural networks to predict the blood glucose 
levels of a patient with diabetes. Their results showed that the recurrent neural 
network combined with the linear error model can generate the best performance and 
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outperform both a compartment model and time-series convolution neural-network 
model. [Wang et al. 2016] used an improved gray GM (1, 1) model to predict PBG in 
type 2 diabetes with a small amount of data. Their results showed that the improved 
gray model outperforms the autoregressive (AR) model in predicting blood glucose. 
[Wang and An 2014] applied the least squares-based AR model for predicting blood 
glucose levels. Their model can accurately display changes in blood glucose levels to 
provide an early warning of low blood glucose. [García-Jaramillo et al. 2012] adopted 
and compared three interval models in the prediction of PBG under uncertainty and 
intra-patient variability in type 1 diabetes. 

However, studies attempting to construct a model for predicting/classifying 
whether PBG is normal or abnormal are limited. Most existing studies were proposed 
based on a continuous glucose monitoring system, which is a device that is placed on 
a patient and used to measure the patient’s blood glucose over a specific time period 
[Oviedo et al. 2017]. The lack of a clear connection between controlled levels of 
blood glucose and cardiovascular events, diabetes, and all-cause factors has spurred 
controversial discussions in the field [Wallentin et al., 2016; Tripolt et al., 2016; Völz 
et al., 2017]. Given that the potential factors are broad categories, we are unable to 
draw conclusions about the abovementioned relationship. Thus, the influence of 
relevant risk factors for PBG elevation in a cohort study was determined in this study. 

When constructing a model for the classification of PBG, important risk factors 
must first be discussed and used as predictor variables. Given that numerous risk 
factors may affect classification accuracy, the selection of key risk factors is crucial in 
constructing a PBG classification model. Selecting important risk factors has 
additional benefits. It reduces the number of risk factors appearing in the discovered 
risk factors, enhances the classification accuracy, and reduces model learning runtime. 
In the abovementioned studies, few researchers investigated the predictive power of 
PBG on cardiovascular events and diabetes. We offer insight into whether the 
predictive factors of PBG play a key role in diabetes and cardiovascular events. 
Results of this study are expected to help in determining the exact role of blood 
glucose levels. 

In this study, gain ratio attribute evaluation (GR) and information gain attribute 
evaluation (IG) [Han et al. 2011], two well-known feature ranking methods, were 
used to rank the importance of features/risk factors. Feature ranking methods can be 
classified into wrapper and filter method. The wrapper approach uses the method of 
classification to measure the importance of a set of features; hence, the feature 
selected depends on the classifier model used. The main disadvantage of the wrapper 
method is computational complexity and time as each considered feature set must be 
evaluated with the classifier algorithm used. Conversely, the filter approach is 
independent of the learning algorithm, computationally simple fast, and scalable. The 
GR and IG methods belong to filter approaches and have been successfully used in 
various applications and fields [Saeys et al. 2007]. 

Most existing studies used only one feature ranking method to rank and select 
important risk factors. Using only one feature ranking method may not provide stable 
and effective ranking and selection results. Ensemble learning is a paradigm, in which 
several intermediate ranking results are generated and combined using ensemble 
combination rules to finally obtain a single ranking result. It can be used to avoid the 
unstable ranking/selection results and improve the performance of risk factor 

798 Chen J.C.-H., Kang H.-Y., Wang M.-C.: Integrating Feature Ranking ...



ranking/selection (Dietterich 2000, Polikar 2006, Yang et al. 2010). Borda count, a 
rank-based scheme, is one of the commonly used voting-based methods of ensemble 
combination rules [Polikar 2006], and it was used in this study to combine the ranking 
results of the GR and IG methods. 

In this study, we integrated GR and IG feature selection schemes with Borda 
count ensemble learning and logistic model trees (LMTs) for PBG classification in a 
cohort study. In the proposed scheme, the GR and IG methods were used to rank the 
importance of risk factors. Each technique generated a sorted result of risk factors. 
Borda count then used the sorted results to produce a final ranking of all risk factors. 
On the basis of the final ranking results, the important risk factors were identified and 
used as predictors for LMT to construct a final medical diagnosis model for the 
classification of PBG.LMT is a data mining algorithm for building LMTs, which are 
classification trees that replace the terminal nodes of a decision tree with logistic 
regression functions. Each logistic regression is built from all input variables using a 
stepwise variable selection approach based on the model Akaike information criterion 
score. This approach gives LMT the theoretical advantage of improved designed 
splits and enhanced comprehensibility at each node within a tree model [Landwehr et 
al. 2005; Dancey et al. 2007]. The LMT model has been successfully used for 
different applications [Landwehr et al. 2005, Dancey et al. 2007, Mahesh et al. 2009, 
Shoombuatong et al. 2012, Kabir and Zhang 2016, Bui et al. 2016]. However, it has 
not been used for PBG classification. 

The rest of this paper is organized as follows. Section 2 provides a brief 
introduction about GR, IG, and LMT algorithms. The proposed integrated PBG 
classification scheme is described in Section 3. Section 4 presents the empirical study 
results. Finally, the paper is concluded in Section 5.  

2 Research Methods 

2.1 IG and GR methods 

The IG and GR methods evaluate and rank features by calculating the information 
gain of features that are based on entropy. Entropy is a commonly used measure in 
information theory, and it characterizes the purity of an arbitrary collection of 
samples. Entropy is viewed as a measure of a system’s unpredictability. The entropy 
of X is 

 H(X) = −∑ ൯௫ఢ(ݔ)ଶ൫݈݃(ݔ)                         (1) 
 
where (ݔ)is the marginal probability density function for the random variable X. 

IG and GR are both decision tree-based feature ranking methods. The GR method 
is an extension of the IG method. The IG method is defined as the difference in 
entropy between one parent node and one of its child nodes. Let S be set consisting of 
s data samples with k distinct classes. The information entropy of S is 

 Info(S) = ∑ ୀଵ()ଶ݈݃                               (2) 
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where   is the probability that an arbitrary sample belongs to class ݇  and is 

estimated by ݏ ൗݏ . 
Assume that variable X has d distinct values. Let ݏ  be the number of samples of 

class ݇ in a subset ݏ, which contains those samples in S that have value ݔ of X. The 
expected information entropy based on the partitioning into subsets by 	X is given by 

 E(X) = ∑ (ܵ)݂݊ܫ ௦భା௦మା⋯ା௦ೖ௦ୀଵ                        (3) 

IG is calculated by 
 IG(X) = Info(S) − E(X)                              (4) 

 
The GR method improves the IG method. It evaluates the worth of an attribute by 

measuring the gain ratio with respect to the class. The difference is that the GR 
method considers the balance of attribute distribution. In particular, the GR method 
plays the same role as the IG method, but it provides a normalized measure of a 
feature’s contribution to a classification decision. Thus, GR is less affected by 
features having a large range of values. The computation for the GR method is one 
step further to the IG method. It normalizes information gain using a value defined as 

 SpInfo(ܵ) = −∑ ቀ|ௌ||ௌ| ቁ ଶௗୀଵ݈݃ ቀ|ௌ||ௌ| ቁ                       (5) 

 SpInfo(ܵ) represents the information generated by splitting the training data set S 
into d clusters corresponding to d outcomes of a test on the variable/attribute X. GR is 
defined as 
 GR(ܺ) = (ܺ)ܩܫ − SpInfo(ܵ)                            (6) 

2.2 LMT 

LMT is a classification model that combines decision tree learning methods and 
logistic regression. In general, decision trees use a single variable at each tree node to 
build a model. By contrast, LMT builds a logistic regression model at each node to 
determine the node’s binary split and constructs a piecewise linear approximation of 
the target function. LMT uses the LogitBoost algorithm [Friedman et al. 2000] for 
tree construction [Landwehr et al. 2005]. LogitBoost performs forward stage-wise 
fitting of additive logistic regression models as base learners for the fitting of the 
logistic models. LMT uses cross-validation to determine a number of LogitBoost 
iterations to prevent training data overfitting. The LogitBoost algorithm creates an 
additive model of least-square fits to the given data for each class and uses additive 
logistic regression of least-squares fits for each class ݇ , which has the following 
form: 

(ݔ)ܮ  = ߱ + ∑ ߱ݔୀଵ                            (7) 
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where n is the number of features/factors, and ߱ is the coefficient of the ith 
component in the observation vector x. The posterior probabilities in the leaf nodes 
can then be computed by linear logistic regression: 
 p(݇|ݔ) = ௫൫ೖ(௫)൯∑ ௫൫ೖ(௫)൯ೖ಼సభ 	                                 (8) 

 
where K is the number if classes, and the least-squares fits ܮ(ݔ) are transformed 
such that ∑ ୀଵ(ݔ)ܮ = 0. 

This hybridized structure reveals that LMT has the advantage of being able to 
capture the nonlinearities and interaction effects in the dataset for reducing the risk of 
overfitting. Its flexibility in adapting to the complexity and size of a dataset where the 
structure of the tree becomes increasingly elaborate is an additional advantage. 

3 Proposed Integrated Postprandial Blood Glucose Classification 
Scheme 

This paper integrates GR and IG attribute evaluation methods with Borda count 
ensemble learning and LMT to propose a PBG classification scheme. The cohort 
dataset was accessible by the Landseed Hospital in Taiwan. The remaining processes 
of data cleaning, and data transformation were conducted to improve and obtain 
enhanced results before data analysis. The flowchart of the proposed scheme is 
presented in Figure 1. In this figure, the proposed scheme consists of five steps. 

The first step of the proposed prediction scheme is to explore the possible risk 
factors for the prediction of PBG.  According to the existing studies related to PBG 
[Tsujimoto et al., 2016; Kennedy et al., 2017] and suggestions of three clinical 
physicians, forty-two possible risk factors for the risk of unstable blood glucose were 
identified (Table 1). The target variable was the type of PBG. Two types of PBG were 
identified, namely, normal and abnormal PBG of a patient. Thus, the response 
variable is whether PBG is normal or not. 
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Figure 1: Flowchart of the proposed postprandial blood glucose classification 
scheme 

In the second step, we ranked the importance of predictor variables by using the 
GR and IG attribute evaluation methods. Tables 2 and 3 show the importance of 
ranking results of the 42 risk factors by using the GR and IG methods, respectively. 
GR and IG generated different ranking results. In Table 2, the top five important risk 
factors using the GR method were urine glucose, casts, anti-HCV, HBsAg, and 
globulin. Table 3 illustrates that the first five important risk factors using the IG 
method were urine glucose, HBsAg, casts, HBsAg, and weight. Urine glucose was the 
most important risk factor in the result of the two methods. This result was 
also consistent with findings in the literature [Hossain and Park, 2016; Emerging Risk 
Factors Collaboration 2010; Yamada et al., 2017]. 

 

 

 

 

Ranking the importance of risk factors by using GR and 
IG methods 

Exploring the possible risk factors 

Selecting the important risk factors as predictors 

Step 1 

Step 2 

Step 3 

Step 4 

Using the LMT to develop classification model and 
obtain the final classification results Step 5 

Ranking the overall importance of risk factors by using 
Borda count procedure 
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No Risk factors No Risk factors 
1 Age 22 LDL, Low-density lipoprotein 

2 Gender 23 
HBsAg, Hepatitis B surface 
antigen; 

3 WBC, White blood cell 24 Anti-HCV, Hepatitis C antibody; 
4 RBC, Red blood cell 25 Urinary protein 
5 HGB, Hemoglobin 26 Urine glucose 
6 HCT, Hematocrit 27 Ketone body 

7 
MCV, Mean corpuscular 
volume 

28 Bilirubin 

8 
MCH, Mean corpuscular 
hemoglobin 

29 Occult blood 

9 
MCHC, Mean corpuscular-
hemoglobin concentration 

30 Urine color 

10 PLT, Platelet 31 Urine transparency 
11 BUN, Blood urea nitrogen) 32 WBCU, White blood cell urine 
12 Creatinine 33 RBCU, Red blood cell urine 
13 UA, Uric acid 34 Epithelial cell 
14 TP, Total protein 35 Urine casts 
15 Albumin 36 Urine crystal 
16 Globulin 37 Systolic blood pressure 
17 Cholesterol 38 Diastolic blood pressure 
18 Triglycerides 39 Height 

19 
GOT, Glutamic-oxalacetic 
transaminase 

40 Weight 

20 
GPT, Glutamic pyruvic 
transaminase 

41 Waist 

21 HDL, High-density lipoprotein 42 Circumference 

Table 1: Relevant risk factors for postprandial blood glucose elevation. 
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No Risk factors No Risk factors 

1 Urine Glucose 22 
MCH, Mean corpuscular 
hemoglobin 

2 Urine Casts 23 BUN, Blood urea nitrogen) 

3 
Anti-HCV, Hepatitis C 
antibody;  

24 Epithelial cell 

4 
HBsAg, Hepatitis B surface 
antigen;  

25 RBCU, Red blood cell urine 

5 Globulin 26 HGB, Hemoglobin 
6 Weight 27 UA, Uric acid 
7 Urinary protein 28 LDL, Low-density lipoprotein 
8 TP, Total protein 29 WBC, White blood cell 
9 WBCU, White blood cell urine 30 Diastolic blood pressure 
10 Triglycerides 31 Urine crystal 
11 Ketone body 32 Occult blood 
12 Urine transparency 33 HCT, Hematocrit 
13 Age 34 Systolic blood pressure 
14 RBC, Red blood cell 35 Albumin 
15 Creatinine 36 Urine color 
16 HDL, High-density lipoprotein 37 MCV, Mean corpuscular volume 
17 Bilirubin 38 Gender 

18 PLT, Platelet 39 
GPT, Glutamic pyruvic 
transaminase  

19 Circumference 40 
GOT, Glutamic-oxalacetic 
transaminase  

20 
MCHC, Mean corpuscular-
hemoglobin concentration 

41 Cholesterol 

21 Height 42 Waist 

Table 2: Importance of ranking results of the 42 risk factors by using the GR 
method. 
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No Risk factors No Risk factors 
1 Urine glucose 22 UA, Uric acid 

2 
HBsAg, Hepatitis B surface 
antigen;  

23 LDL, Low-density lipoprotein 

3 
Anti-HCV, Hepatitis C 
antibody;  

24 Creatinine 

4 Urine casts 25 PLT, Platelet 
5 Weight 26 HCT, Hematocrit 
6 Urinary protein 27 Urine crystal 
7 Triglycerides 28 HDL, High-density lipoprotein 
8 Globulin 29 WBC, White blood cell 
9 Circumference 30 Systolic blood pressure 
10 WBCU, White blood cell urine 31 Occult blood 
11 Age 32 Bilirubin 
12 RBC, Red blood cell 33 Urine color 
13 Ketone body 34 RBCU, Red blood cell urine 
14 Urine transparency 35 Epithelial cell 
15 TP, Total protein 36 MCV, Mean corpuscular volume 
16 Height 37 Gender 

17 
MCH, Mean corpuscular 
hemoglobin 

38 
GPT, Glutamic pyruvic 
transaminase  

18 HGB, Hemoglobin 39 Albumin 

19 
MCHC, Mean corpuscular-
hemoglobin concentration 

40 Cholesterol 

20 BUN, Blood urea nitrogen) 41 
GOT, Glutamic-oxalacetic 
transaminase  

21 Diastolic blood pressure 42 Waist 

Table 3: Importance of ranking results of the 42 risk factors by using the IG 
method 

The difference in the results of the two feature selection methods, showed that 
globulin was the fifth risk factor in the GR method but the eighth risk factor in the IG 
method. From a predicting perspective, the ensemble learning method was used to 
integrate the results of the two methods. 

After ranking the importance of the 42 predictor variables using the GR and IG 
methods, the third step of the proposed scheme was to use ensemble learning to 
combine the two ranking results to generate the overall ranking of the importance of 
the 42 predictor variables. The Borda count procedure was used in this study. For any 
predictor variable ݔ, k = 1,2, … ,42, let ܤ(ݔ) be the order of the predictor variables ݔ, which is ranked by the ith ranking method ܴ in decreasing order. In this study, 
the Borda count for the predictor variable ݔ was B(ݔ) = ∑ ଶୀଵ(ݔ)ܤ . The predictor 
variable with the largest Borda count was the most important predictor variable. The 
Borda count value of each predictor variable was used to rank the overall importance 
of the 42 predictor variables. Table 4 exhibits the overall importance ranking results 
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of the 42 risk factors by using Borda count ensemble learning. The table shows that 
Urine glucose, HBsAg, Anti-HCV, Urine casts, and Weight were the first five 
important risk factors. 

 
Borda count Risk factors Rank 

2 Urine glucose 1 
6 HBsAg, Hepatitis B surface antigen;  2 
6 Anti-HCV, Hepatitis C antibody;  3 
6 Urine casts 4 
11 Weight 5 
13 Globulin 6 
13 Urinary protein 7 
17 Triglycerides 8 
19 WBCU, White blood cell urine 9 
23 TP, Total protein 10 
24 Age 11 
24 Ketone body 12 
26 RBC, Red blood cell 13 
26 Urine transparency 14 
28 Circumference 15 
37 Height 16 
39 MCH, Mean corpuscular hemoglobin 17 
39 MCHC, Mean corpuscular-hemoglobin concentration 18 
39 Creatinine 19 
43 PLT, Platelet 20 
43 BUN, Blood urea nitrogen) 21 
44 HGB, Hemoglobin 22 
44 HDL, High-density lipoprotein 23 
49 UA, Uric acid 24 
49 Bilirubin 25 
51 LDL, Low-density lipoprotein 26 
51 Diastolic blood pressure 27 
58 WBC, White blood cell 28 
58 Urine crystal 29 
59 HCT, Hematocrit 30 
59 RBCU, Red blood cell urine 31 
59 Epithelial cell 32 
63 Occult blood 33 
64 Systolic blood pressure 34 
69 Urine color 35 
73 MCV, Mean corpuscular volume 36 
74 Albumin 37 

Table 4: Overall importance ranking results of the 42risk factors by using Borda 
count ensemble leaning. 
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Borda count Risk factors Rank 

75 Gender 38 
77 GPT, Glutamic pyruvic transaminase  39 
81 Cholesterol 40 
81 GOT, Glutamic-oxalacetic transaminase  41 
84 Waist 42 

Table 4: (Continued) 

In the fourth step, the first q, q<42, important predictor variables from the overall 
ranking result were identified. We considered the overall ranking order of each risk 
factor and expert suggestions of three clinical physicians after thorough discussion to 
determine the number of important risk factors/ predictor variables. The Borda count 
numbers of each risk factor provided useful information. Table 3 demonstrates that 
the first 27 risk factors were selected as important risk factors/predictor variables. The 
Borda count numbers of LDL and diastolic blood pressure were the same at 51, and 
the Borda count number of WBC dramatically decreased to 58. The three clinical 
physicians also confirmed and suggested that LDL and diastolic blood pressure were 
more important than WBC in influencing PBG. 

In the final fifth step, the identified 27 important risk factors/predictor variables 
served as the input variables for LMT for PBG classification. The data mining 
software WEKA, which was developed by [Witten et al. 2016], was utilized to 
develop the GR and IG attribute evolution methods and LMT models using default 
settings for each algorithm. 

4 Empirical Study 

In this study, the PBG dataset of a cohort study provided by Landseed Hospital was 
used in this study to verify the feasibility and effectiveness of the proposed PBG 
classification scheme. This cohort study dataset contained 1,438 subject data from 
2006 to 2013. Each subject included the records of three physical examinations. The 
experimental design of this study was to predict the subject with normal PBG in the 
first two physical examinations who would present abnormal PBG in the third 
physical examination. In the data, 1,000 subjects exhibited normal PBG in all three 
physical examinations, and 438 subjects demonstrated abnormal PBG only in the 
third physical examination. Tenfold cross-validation was used in this study to 
evaluate the performance of the proposed scheme. 

To evaluate the performance of the proposed scheme, four well-known data 
mining classifiers were employed as competing methods. These methods were Naive 
Bayes tree (NBtree) algorithm [Kohavi 1996], alternating decision tree [Freund and 
Mason, 1999], radial basis function neural network [Frank et al. 2014], and 
Adaboost.M1 method [Freund and Schapire 1996]. These techniques were used to 
replace the LMT in the proposed method to generate four comparison models. The 
NBtree, ADtree, Radial basis function neural network (RBFNN), and Adaboost.M1 
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models were carried out using WEKA software with default settings for each 
algorithm. 

NBtree was formed with the aim to improve the accuracy of the Naive Bayes 
algorithm, which is a combination of the decision tree algorithm with the Naive Bayes 
algorithm. At the top of NBtree, it uses the same structure as the structure of a 
decision tree, whereas the bottom or leaves part uses Naive Bayes classification 
[Kohavi 1996]. Alternating decision tree (ADtree) provides a special class of decision 
tree specifically designed for boosting. ADtree maintains the boosting performance 
and has a smaller and more compact set of rules than NBtree. Instead, of building a 
forest of decision trees, the boosting procedure of ADtree is incorporated within a 
single decision tree to facilitate comprehensibility. It consists of alternating layers of 
decision nodes and prediction nodes starting with a root prediction node [Frank et al. 
2014]. 

RBFNN is an artificial neural network classifier. Its structure is entrenched in 
clustering, functional approximation, spline interpolation, and mixture models. The 
input into a RBF network is nonlinear, whereas the output is linear. The output units 
of a RBF network implement a weighted sum of hidden unit outputs [Frank et al. 
2014]. Adaboost.M1 is an extension of the Adaboost method. Adaboost is used as a 
subroutine to build a classifier with high accuracy in the training set. It applies the 
classification system repeatedly on the training data; however, on each occasion, it 
focuses the learning attention on different examples of this set. Once the process has 
finished, the single classifiers obtained are combined in a final classifier with high 
accuracy in the training set. Adaboost can only be applied in binary classification 
problems. Adaboost.M1 is the most simple and natural extension of Adaboost for 
multiclass classification problems [Freund and Schapire 1996]. 

To assess the performance metrics of the proposed method, six evaluation 
measure metrics were used: accuracy, sensitivity, specificity, positive predictive value 
(PPV), negative predictive value (NPV) and F score. The accuracy index is one of 
most widely used performance criterion to measure the percentage of correctly 
predicted patients. However, sensitivity, specificity, PPV, NPV, and F score are also 
important measures in medical/healthcare classification issues. The F score combines 
sensitivity and NPV into a single value and is the harmonic mean of sensitivity and 
NPV. Accuracy = ்ା்ே்ା்ேାிାிே      (9) 

Sensitivity = ்்ାிே      (10) 

Specificity = ்ே்ேାி      (11) 

PPV = ்்ାி            (12) 

NPV = ்ே்ேାிே       (13) 

Fscore = ଶ∗ௌ௦௧௩௧௬∗ேௌ௦௧௩௧௬ାே       (14) 
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where TP (true positive) is the number of normal patients correctly classified to the 
normal patients; TN (true negative) is the total number of abnormal patents correctly 
classified to abnormal patents; FP (false positive) is the number of normal patients 
classified to abnormal patients; and FN (false negative) is the abnormal patients 
classified to normal patients. 

The classification results for PBG levels by the proposed scheme and the four 
competing methods, namely, NBtree, ADtree, RBFNN, and Adaboost.M1, are 
summarized in Table 5. From the results presented in Table 5, the sensitivity, 
specificity, accuracy, PPV, NPV, and F score values of the proposed scheme were 
86.90%, 63.01%, 79.62%. 84.29%, 67.81%, and 0.8557, respectively. The proposed 
scheme demonstrated the highest specificity, accuracy, PPV, NPV, and F score 
values. Although NBtree showed the highest sensitivity of 97.90%, it had the lowest 
specificity of 9.13% and accuracy of 70.86%. NBtree exhibited better sensitivity 
values than the proposed method, but it was poor in the other five evaluation measure 
metrics. 

Table 5 reveals that the proposed integrated classification scheme, which 
integrates feature selection schemes with ensemble learning and LMT, outperformed 
the four competing models and demonstrated good classification performance. Thus, 
the proposed scheme was an effective alternative model for the classification of PBG 
levels. 

 

Models Sensitivity Specificity Accuracy PPV NPV F-Score 

Proposed scheme 86.90% 63.01% 79.62% 84.29% 67.81% 0.8557 

NBtree 87.50% 45.89% 74.83% 78.69% 61.66% 0.8286 

ADtree 85.30% 45.66% 73.23% 78.19% 57.64% 0.8159 

RBFNN 83.10% 43.84% 71.14% 77.16% 53.19% 0.8002 

Adaboost.M1 97.90% 9.13% 70.86% 71.10% 65.57% 0.8237 

Table 5. Classification results of the proposed scheme and the four competing models 

5 Conclusion 

In this study, we constructed an integrated classification model using GR, IG, Borda 
count, and LMT methods for PBG classification. With respect to PBG elevation, the 
suggested five major predictors were urine glucose, HBsAg/ hepatitis B surface 
antigen, anti-HCV/ hepatitis C antibody, urine casts, and weight. Twenty-seven 
variables were used as reference risk factors for PBG. Overall, this proposed model 
provided useful information concerning PBG risk in cohort practice. On the basis of 
our findings, PBG elevation should be controlled to prevent diabetes and 
cardiovascular diseases. This study provides insight into the influence of feeding 
patterns on PBG levels in a large sample, ultimately, it improves cost-effectiveness in 
health and medicine. 
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