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Abstract: Along with the worldwide trend of rapidly aging populations, diabetes
mellitus and its comprehensive complications have become major public health issues.
Considerable evidence suggests patients with diabetes mellitus have a higher risk of
breast cancer. However, the relationships between the complications of diabetes melli-
tus and occurrence of breast cancer have not been well characterized. Despite the higher
risk of breast cancer among patients with diabetes mellitus, patients with breast cancer
constitute only a relatively small proportion of the diabetes mellitus data, leading to
an imbalanced data set. This study proposes a hybrid machine learning scheme to cope
with imbalanced data in the analysis of risk factors of breast cancer in patients with
diabetes mellitus. The scheme combines the undersampling based on the clustering
algorithm, the k-means algorithm, and the extreme gradient boosting algorithm. The
results identify that occlusion stroke, diabetes with peripheral circulatory disorders, pe-
ripheral angiopathy in diseases classified elsewhere, and other forms of chronic ischemic
heart disease are risk factors. This study provides an application of advanced meth-
ods in health care and shows the epidemiologic and informatics value of the proposed
hybrid machine learning scheme.
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1 Introduction

Population aging becomgs a global phenomenon, as the number of people aged

60 years and older is expected to more than double between 2015 and 2050

[PDDESAUN 2015]. The aging process of Taiwan is more advanced than most

regions in the world. Between 2015 and 2050, the proportion of Taiwan’s pop-

ulation aged over 65 is predicted to increase from 12.5% to 38.9%—a three-

fold increase over just 35 years—and it is expected to exceed the population

aged under 14 years old in 2017 [NDC 2016]. This trend is projected to cause

a dramatic increase in the prevalence of chronic diseases [PDDESAUN 2015,

Hsu and Hsu 2016, Nie et al. 2008]. As a common chronic disease among the el-

derly that has increasing prevalence worldwide [Hou et al. 2013], diabetes mel-

litus and its comprehensive complications are major public health issues, which

cause a heavy burden to health care systems [Hsu et al. 2011]. In 2015 in Tai-

wan,, diabetes mellitus was the fifth leading cause of death, and its treatments

accounted for 4.4% of health care expenses [MHW 2017].

Considerable evidence suggests that patients with diabetes mellitus might

have a higher risk of cancer, including cancer of the pancreas, endometrium,

liver, bladder, colorectum, and breasts [Giovannucci et al. 2010]. In Taiwan, can-

cer was the leading cause of death in 2015 for the 33rd consecutive year, and

breast cancer was the fourth highest cause of death for females with cancer

[MHW 2017]. Several meta-analyses, which have used traditional statistical meth-

ods such as the statistical hypothesis testing and the generalized linear mod-

els, have shown that patients with diabetes mellitus might have an approxi-

mately 20% higher risk of breast cancer than patients without diabetes mel-

litus [Larsson et al. 2007, Liao et al. 2011, Boyle et al. 2012]. Previous studies

have also reported the association between diabetes mellitus and breast can-

cer risk among different ethnic populations in differing geographic locations

[Maskarinec et al. 2017, Larsson et al. 2007, Boyle et al. 2012]. Epidemiological

studies suggest that drug exposure might create a link between diabetes melli-

tus and breast cancer [Redaniel et al. 2012, Sieri et al. 2012, Bosco et al. 2010,

Tseng 2015]. Several mechanisms relating to obesity might also explain part

of the increased incidence of breast cancer for patients with diabetes mellitus

[Jiralerspong et al. 2013, Tait et al. 2014]. Nevertheless, as the association be-

tween the comprehensive complications of diabetes mellitus and the occurrence

of breast cancer has not been well characterized, powerful machine learning tools

are needed to analyze the differences in complications among diabetes mellitus

patients with and without breast cancer.

Although the risk of breast cancer is higher for patients with diabetes mel-

litus, the number of patients with breast cancer constitutes only a relatively

small percentage of the diabetes mellitus data, leading to an imbalanced data

set. Imbalance is common for health care data, and it significantly impacts
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the performance of most standard machine learning algorithms [Liu et al. 2009,

He and Edwardo 2009, Bach et al. 2017]. Balanced class distributions or equal

misclassification costs are the bases of most standard machine learning algo-

rithms [He and Edwardo 2009]. Hence, adopting these algorithms would fail to

appropriately obtain the distribution characteristics of imbalanced health care

data, and result in poor classification [Bach et al. 2017, He and Edwardo 2009].

This study therefore proposes a hybrid machine learning scheme to cope with

the challenge of imbalance in data for analyzing the risk factors of breast cancer

occurrence in patients with diabetes mellitus.

The remainder of this paper is structured as follows. Section 2 outlines the

machine learning methods, including undersampling based on a clustering (SBC)

algorithm, the k-means algorithm, and the extreme gradient boosting (XGBoost)

algorithm. Section 3 presents the hybrid machine learning scheme, including

the data source, study population, definitions of variables, and the process of

analysis. Section 4 discusses the results of the scheme, and Section 5 summarizes

the main findings of the study and suggests future research directions.

2 Research methods

2.1 SBC

SBC is a random undersampling method based on clustering to improve the

prediction of the minority class in an imbalanced data set [Yen and Lee 2009].

Let N be the number of elements in the imbalanced data set with majority class

elements (MA) and minority class elements (MI), let SizeMA be the number of

elements in MA, and SizeMI be the number of elements in MI. In an imbalanced

data set, SizeMA is considerably larger than SizeMI . In SBC, the imbalanced

data set is first grouped into k clusters C = {ci} (i = 1, · · · , k), where SizeiMA

and SizeiMI are, respectively, the number of MA and MI elements in the cluster

ci. Let the ratio of SizeMA to SizeMI in the undersampling dataset be m : 1

(m ≥ 1). Then the number of selected MA elements in the cluster ci is defined

as

SSizeiMA = (m× SizeMI)×
SizeiMA/SizeiMI∑k

i=1
SizeiMA/SizeiMI

where m×SizeMI is the total number of selected MA elements, SizeiMA/SizeiMI is

the ratio of the number of MA elements to the number of MI elements in cluster

ci, and
∑k

i=1
SizeiMA/SizeiMI is the total ratio of the number of MA elements to

the number of MI elements in all clusters. After obtaining the number of MA

elements selected in cluster ci, the MA elements are randomly picked from each

cluster. Finally, the selected MA elements and all MI elements are combined to

obtain resampled data sets.
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2.2 K-means

The K-means algorithm has been widely used since it was first published in

1955, despite a great number of subsequent clustering algorithms being published

[Aljawarneh et al. 2016, Jain 2010, Tonejc 2016]. The long-term use of the k-

means algorithm shows not only the difficulty in designing clustering algorithms

with general purpose, but also the stability and comprehensive applicability of

the k-means algorithm.

In the k-means clustering algorithm, the data set is divided into k clus-

ters such that the elements in a given cluster are closer to that cluster’s cen-

ter than to any other cluster’s center, with distance typically measured by

the Euclidean metric. For example, a data set of n elements with m features,

such as X = {xi} (i = 1, · · · , n) is clustered into a set of k clusters, such as

C = {cj} (j = 1, · · · , k), with the aim of finding a partition that minimizes the

squared error between the empirical mean of a cluster and the elements in the

cluster. Let μj be the mean of a given cluster cj , then the squared error between

μj and the points in the given cluster cj is defined as

f (cj) =
∑
xiεcj

‖xi − μj‖
2
,

and the minimization of the sum of the squared error over all k clusters is

f (cj) = min
C

k∑
j

∑
xiεcj

‖xi − μj‖
2
.

The main process of the k-means algorithm is as follows [Aljawarneh et al. 2016,

Jain 2010, Tonejc 2016]:

(1) Set an initial partition with k clusters for all points.

(2) Generate a new partition by assigning each element to its closest cluster

center.

(3) Measure the center of the new cluster.

(4) Repeat steps (2) and (3) until cluster membership stabilizes.

The silhouette function provides a measure of compactness and separation of

clusters that is widely used to choose the number of clusters k [Rousseeuw 1987,

Benmouiza and Ali 2013, Abualhaj et al. 2017]. For the element xi in a cluster

cj , the silhouette function is defined as

s (i) =
b (i)− a (i)

max {a (i) , b (i)}

where a (i) is the average dissimilarity of xi compared with other elements within

the same cluster cj , and b (i) is the minimum average similarity of xi compared

with elements in other clusters, expressed as min d (xi, cm) (m = 1, · · · , k;m �= j).

668 Ye L., Lee T.-S., Chi R.: A Hybrid Machine Learning Scheme ...



669Ye L., Lee T.-S., Chi R.: A Hybrid Machine Learning Scheme ...



where F =
{
f (x) = wq(x)

} (
q : Rm → T,w ∈ R

T
)
is the space of regression

trees, q is the structure of each tree that maps an example to the corresponding

leaf index, T is the number of leaves in the tree, each fk corresponds to an in-

dependent tree structure q and leaf weight w, and wi is defined as the score on

the i-th leaf.

The objective function of XGBoost refers to training loss and regularization,

and can be expressed as follows

L (φ) =
∑
i

l (ŷi, yi) +
∑
k

Ω (fk)

whereΩ (f) = γT +
1

2
λ ‖w‖

2
.

Here, l is a differentiable convex loss function used to estimate the differences

between the prediction ŷi and the target yi, Ω is a regularization function that

penalizes the complexity of the model, and γ and λ are the penalty parameters

in the regularization.

To quickly optimize the objective in the general setting, XGBoost uses the

second-order approximation as follows

L(t) �
∑
i

[
l
(
yi,ŷ

(t−1)
i

)
+ gift (xi)

1

2
hif

2
t (xi)

]
+Ω (fk)

where ŷ
(t)
i is the prediction of the i-th instance at the t-th iteration, gi =

∂ŷ(t−1) l
(
yi,ŷ

(t−1)
i

)
and hi = ∂2

ŷ(t−1) l
(
yi,ŷ

(t−1)
i

)
.

XGBoost has been widely used in many machine learning challenges and has

achieved state-of-the-art results [Chen and Guestrin 2016]. Compared with tra-

ditional machine learning methods, the advantages of XGBoost include regular-

ization, parallel processing, high flexibility, handling missing values, and built-in

cross-validation. The regularization term serves to control the complexity of the

model by smoothing the final learnt weight, which also helps to avoid overfit-

ting. The block structure in XGBoost provides the basis for parallel processing,

leading to faster learning. The high flexibility of XGBoost is due to a number

of adjustable parameters that can be customized for different problems. XG-

Boost adopts the algorithm of sparsity-aware split finding to learn the best path

for missing values. A cross-validation at each iteration of the boosting process

is provided in XGBoost, and it is easy to obtain the exact optimum number of

boosting iterations in a single run [Jain 2016]. However, the XGBoost is memory

intensive and traditionally slower than its new challenger, lightGBM.

3 Hybrid machine learning scheme

This study proposes a hybrid machine learning scheme, represented in Figure 2,

to analyze the risk factors of breast cancer occurrence in patients with diabetes
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and select important variables according to the mean gain.

(4) The important predictive variables for each ratio of m : 1 were integrated

to obtain the risk factors of breast cancer occurrence in patients with diabetes

mellitus.

This study used Taiwan’s nationwide population-based health insurance data

[Cheng 2015]. Patients with diabetes mellitus were identified according to the

definition of diabetes mellitus proposed by the National Health Research Insti-

tutes, Taiwan [NHRI 2014a]. Patients with breast cancer were identified accord-

ing to the registry for catastrophic illness patients [NHRI 2014b]. This study

included the female patients with diabetes mellitus before January 1, 2010, and

excluded those with breast cancer before January 1, 2010. The patients that died

from any cause before January 1, 2010 were excluded. Confirmation of the death

and the date of death were obtained from the withdrawal records of the patient

from the National Health Insurance program [Wu et al. 2012]. In addition, since

previous studies showed that type 1 diabetes mellitus might not be associated

with higher risk of breast cancer [Wolf et al. 2005], this study excluded patients

with type 1 diabetes mellitus. The exclusions led to a study population of 30,025

patients. The breast cancer occurrence was defined since January 1, 2010.

This study adopted the comprehensive complications of diabetes mellitus as

the predictive variables. Previous studies have pointed out the association of

breast cancer with several complications of diabetes mellitus, such as cardio-

vascular diseases, peripheral circulatory disorders, and neurological manifesta-

tions. Boyle et al. noted that menopause and post-menopausal obesity increase

the risk of breast cancer. Ramezani et al. showed that menopause incurs car-

diometabolic risk. Peripheral circulatory disorders are common diseases of the

circulatory system and frequent complications of diabetes. Xie et al. found that

microvessel density is correlated to hMAM mRNA as valuable markers for the

micrometastases of breast cancer. Pereira et al. discussed the impact of neurolog-

ical manifestations on breast cancer. Hence, this study adopted cardiovascular

diseases, peripheral circulatory disorders, and neurological manifestations as the

predictive variables. The definitions of complications (35 diseases) were based on

a patient having at least three related outpatient records or at least one related

inpatient record between January 1, 2005 and December 31, 2009. Table 1 lists

the relevant complications.
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Complication Disease Variable definition

Cardiovascular disease Transient cerebral ischemia CVD01

Cardiovascular disease Atherosclerosis CVD02

Cardiovascular disease Other acute and subacute forms of ischaemic heart disease CVD03

Cardiovascular disease Angina pectoris CVD04

Cardiovascular disease Other forms of chronic ischemic heart disease CVD05

Cardiovascular disease Cardiovascular disease, unspecified CVD06

Cardiovascular disease Hemorrhagic stroke CVD07

Cardiovascular disease Occlusion stroke CVD08

Cardiovascular disease Acute cerebrovascular disease CVD09

Cardiovascular disease Actue myocardial infarction CVD10

Cardiovascular disease Paroxysmal supraventricular tachycardia CVD11

Cardiovascular disease Atrial fibrillation CVD12

Cardiovascular disease Old myocardial infarction CVD13

Cardiovascular disease Heart failure CVD14

Cardiovascular disease Atherosclerosis of the extremities with ulceration CVD15

Cardiovascular disease Aortic aneurysm and dissection CVD16

Neurological manifestations Hereditary and idiopathic peripheral neuropathy NM01

Neurological manifestations Myasthenic syndromes in diseases classified elsewhere NM02

Neurological manifestations Injury to other cranial nerve(s) NM03

Neurological manifestations Mononeuritis of upper limb and mononeuritis multiplex NM04

Neurological manifestations Arthropathy associated with neurological disorders NM05

Neurological manifestations Polyneuropathy in diabetes NM06

Neurological manifestations Neurogenic bladder NM07

Neurological manifestations Cardiovascular autonomic neuropathy NM08

Neurological manifestations Functional diarrhea NM09

Neurological manifestations Orthostatic hypotension NM10

Peripheral circulatory disorders Diabetes with peripheral circulatory disorders PCD01

Peripheral circulatory disorders Of artery of lower extremity aneurysm PCD02

Peripheral circulatory disorders Peripheral angiopathy in diseases classified elsewhere PCD03

Peripheral circulatory disorders Open wound of foot except toe(s) alone PCD04

Peripheral circulatory disorders Peripheral vascular disease, unspecified PCD05

Peripheral circulatory disorders Lower extremity PCD06

Peripheral circulatory disorders Gangrene PCD07

Peripheral circulatory disorders Gas gangrene PCD08

Peripheral circulatory disorders Ulcer of lower limbs, except pressure ulcer PCD09

Table 1: Definitions of complications of diabetes mellitus.

The ratios of m : 1 in the process of SBC were determined in subjective
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total sizes of SBC for each ratio of m : 1 were 455, 685 and 911 for m = 1, 2, 3,

respectively.

Cluster Sizej SizejMA SizejMI
Size

j
MA/Size

j
MI

1 493 489 4 122.25

2 3385 3361 24 140.04

3 8600 8549 51 167.63

4 12296 12189 107 113.92

5 1051 1040 11 94.55

6 566 562 4 140.50

7 1800 1793 7 256.14

8 1834 1814 20 90.70

Total 30025 29797 228 1125.72

Table 2: Clustering results of k-means for MA and MI

Ratio 1:1 2:1 3:1

SSizeMI

SSize1MA 25 50 74

SSize2MA 28 57 85

SSize3MA 34 68 102

SSize4MA 23 46 69

SSize5MA 19 38 57

SSize6MA 28 57 85

SSize7MA 52 104 156

SSize8MA 18 37 55

Total 227 457 683

SizeMI 228

Total 455 685 911

Table 3: Sample sizes of SBC for MA and MI

Figures 4, 5 and 6 show, respectively, the importance of variables on XG-

Boost for the ratios 1:1, 2:1, 3:1 sampling at five times, where variables with

zero gain for each ratio were excluded. The results of the five-time-resampling in

each ratio were similar, and, in accordance with the findings of previous studies,

they indicated that elderly people are more likely to suffer from breast cancer

[Wolf et al. 2005]. Figure 7 shows the mean importance of variables on XGBoost
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for sampling with the ratios 1:1, 2:1, and 3:1. The results for each ratio were sim-

ilar. In addition to age, the variables with mean importance over 0.005 included

CVD08, PCD01, PCD03, CVD05, NM04, CVD14, CVD04, CVD09, CVD01,

CVD11, CVD02, NM01, NM06, and CVD07. This study adopted the top five

important variables to build the XGBoost model for the resampling data sets,

and the mean of accuracy and F-measure reached 79.92% and 67.53%, respec-

tively. Then, we set m = 5 for sensitivity analysis. The results of sensitivity

analysis also showed that age, CVD08, PCD01, PCD03, and CVD05 are the top

five important variables. Hence, variables CVD08, PCD01, PCD03, and CVD05

showed important impacts. The findings indicate that occlusion stroke, diabetes

with peripheral circulatory disorders, peripheral angiopathy in diseases classified

elsewhere, and other forms of chronic ischemic heart disease are important risk

factors for breast cancer occurrence in patients with diabetes mellitus.

age
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Figure 4: Importance of variables on XGBoost for the ratio of 1:1 sampling five

times
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Figure 5: Importance of variables on XGBoost for the ratio of 2:1 sampling five

times
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Figure 6: Importance of variables on XGBoost for the ratio of 3:1 sampling five

times
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Figure 7: Mean importance of variables

5 Conclusion

With the trend of rapidly aging populations, diabetes mellitus and its compre-

hensive complications are major public health issues that place a heavy burden

on global health care systems. This study proposed a hybrid machine learning

scheme to analyze the risk factors of breast cancer occurrence in patients with

diabetes mellitus, with consideration for the imbalance in the data. The pro-

posed scheme combined the SBC algorithm, the k-means algorithm, and the

XGBoost algorithm. The key findings of this study were (1) occlusion stroke,

diabetes with peripheral circulatory disorders, peripheral angiopathy in diseases

classified elsewhere, and other forms of chronic ischemic heart disease are risk

factors of breast cancer occurrence in patients with diabetes mellitus, and (2)

the proposed scheme addressed the issue of imbalanced data.

The findings of this study can assist health care providers to appropriately

counsel patients on the risk of breast cancer and improve screening strategies.

From the viewpoint of physicians, an increased risk of breast cancer in a patient

with diabetes mellitus might necessitate greater consciousness of the physio-

logical changes related to the development of complications and indicate early

intervention to decrease the risk of breast cancer.

The hybrid machine learning scheme might also be applied to analyze the

impact of complications of diabetes mellitus on other cancers. In addition to the

epidemiologic value, the hybrid machine learning scheme provided an informatics
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value on the assessment of the imbalanced data that might be extended to other

issues with imbalanced data, such as financial risk assessment.

This study has several data limitations. We used claim data which does not

cover all health care records and might not identify all complications related to

diabetes mellitus, which might reduce the generalizability of the findings in this

study. This study also used retrospective data from different years of collection

to assess the impact of complications on a future outcome. Further studies could

thus measure the survival time of outcomes to better understand the associations

between the complications of diabetes mellitus and the outcomes. Other future

research could make comparisons with other methods, broadening the model to

include more complications or applying the proposed scheme to other cancers.
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