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(Wroclaw University of Science and Technology, Poland

michal.wozniak@pwr.edu.pl)

Abstract: Cyber threats are nowadays a major danger to critical infrastructures and
to homeland security. For several years now, the focus have been targeted at the phys-
ical protection of critical infrastructures. Currently, experts realize that the critical
infrastructure can be also attacked via the application layer of computer networks. In
order to efficiently protect such critical systems, the huge amount of data has to be
efficiently analyzed and correlated. Therefore, this paper focuses on the overview of the
advanced data stream processing methods to be applied in the domain of cybersecurity
and critical infrastructure protection. The major contribution of this work is the anal-
ysis of such innovative aspects as concept drift analysis deployed as the pre-processing
step dedicated for anomaly detection systems to counter cyber attacks. Moreover, we
discuss the different challenges in data streams analysis including data imbalance and
provide solid reasoning why applying a concept drift detector is crucial when designing
a modern cybersecurity systems.
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1 Introduction

Security experts and societies have realized long ago that critical infrastructures

are vulnerable to many threats and need to be well protected. In recent decades,

it became clear that those threats are not only physical and natural, but may also

come from the cyber space. Currently, cybersecurity of critical infrastructures

is an essential part of national cybersecurity and homeland security strategies,

e.g. among EU member states. The general overview and comparison of such

strategies is collected in [Alliance, 2016]. The report states that most countries

realize that cybersecurity of critical infrastructure should be a national prior-

ity. For example National Polish Cybersecurity Strategy for 2017-2022, includes

Journal of Universal Computer Science, vol. 24, no. 5 (2018), 622-633
submitted: 23/1/18, accepted: 28/4/18, appeared: 28/5/18 © J.UCS



sub-goal, focusing on increased security in context of critical services and ICT

infrastructure [Polish Government, 2017]. Similarly, the UK National Cyberse-

curity Strategy [UK Government, 2016] and French National Digital Security

Strategy [Enisa Europe, 2015] address cyber protection of information systems

and critical infrastructures. Still, as stated in [Alliance, 2016], the implemen-

tation of national strategies vary greatly in different Member States (e.g. legal

frameworks, operational details etc.), and that cooperation of nations with pri-

vate and non-governmental organizations should be improved. Similar aspects

and the needed focus on cyber protection of critical infrastructures were pos-

tulated by cybersecurity roadmaps, published by EU projects (FP7 CAMINO,

FP7 COURAGE, FP7 CyberRoad) [Akhgar et al., 2016].

The importance of cybersecurity in Critical Infrastructure Protection (CIP)

is manifested in the current and future research directions in Europe. It is

well reflected in the European Commission research efforts, e.g. Horizon 2020

framework programme. Examples of topics addressing cybersecurity in CIP in-

clude among others: (a) CIP-01-2016-2017: Prevention, detection, response and

mitigation of the combination of physical and cyber threats to the critical in-

frastructure of Europe (2016-2017 Critical Infrastructure Protection call), (b)

SU-INFRA01-2018-2019-2020: Prevention, detection, response and mitigation of

combined physical and cyber threats to critical infrastructure in Europe (2018-

2020 Critical Infrastructure Protection call), (c) SU-DS04-2018-2020: Cyberse-

curity in the Electrical Power and Energy System (EPES): an armour against

cyber and privacy attacks and data breaches (2018-2020 Digital Security call),

(d) SU-DS05-2018-2019: Digital security, privacy, data protection and account-

ability in critical sectors (2018-2020 Digital Security call).

To date, many works have been devoted to the cyber protection of the lower

network levels, since those are closer to the physical processes (e.g. SCADA at

power plants). However, there are various threats and injection points, as pre-

sented in Fig. 1. In fact, in our opinion, more attention should be targeted at

the application layer [Andrysiak et al., 2014, Kozik et al., 2016], and the effec-

tive events correlation (e.g. in various layers or from different sensors and probes)

[Choraś and Kozik, 2011, Choraś et al., 2011, Choraś et al., 2013]. As presented

in Fig. 1 even remote command and control centers are connected to physical

processes, and by the successful breach or injection, the critical infrastructure

may be threatened, as it already happened in Ukraine (Ivano-Frankivsk region)

in December 2015.

The attackers infected the main servers controlling the electricity distribution

process, infiltrated in the victims network (possibly using a malware backdoor)

and issued a command to open breakers of various substations. Using macro

script in Excel files to drop the malware, the infected Excel spreadsheets have

been distributed during a spear-phishing campaign, that targeted IT staff and
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system administrators working for multiple companies, responsible for distribut-

ing electricity throughout Ukraine [Kozik et al., 2015, Choraś et al., 2016].

Figure 1: Potential injection points in critical infrastructures

In order to efficiently protect critical infrastructures from cyber attacks, the

holistic protection (network levels, remote applications etc.) has to be imple-

mented. This implies the need for advanced data stream processing and correla-

tion. Such situation and challenges in network security motivate our research and

the approach to apply concept drift detectors and the lifelong learning approach

to cybersecurity domain [Choraś et al., 2017, Choraś and Woźniak, 2017].

Therefore, in this paper, the overview of the advanced data stream processing

methods to be applied in the domain of cybersecurity and critical infrastructure

protection is presented. The major contribution of this paper is the analysis of

such innovative aspect, as concept drift analysis, deployed as the pre-processing

step dedicated for anomaly detection systems to counter cyber attacks. We dis-

cuss the different challenges in data streams analysis including data imbalance,

and provide solid reasoning why applying a concept drift detector is crucial when

designing a modern cybersecurity systems.

The paper is structured as follows: in Section 2 the overview of data stream

processing is given. In Section 3 the notion of concept drift is introduced, and

the proposal of applying concept drift to cybersecurity of critical infrastructures

is discussed. Future work and conclusions are given thereafter.
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2 Advanced Data Stream Processing

Data stream analysis has gained significant focus from the researchers in last few

years due to variety of real-life applications where it can be used. Those include

anomaly detection, fraud transaction identification, spam filtering etc. Data

streams can be divided into two categories, given the characteristics of processed

stream: stationary and non-stationary data streams [Krawczyk et al., 2017]. Anal-

ysis of both poses a challenge due to the fact, that it needs to be performed in

a timely fashion and that delays should be avoided, given the fact, they could

negatively impact the accuracy of the predictions. Secondly, the data arrives

in a sequential manner creating potentially infinite amount of data. Given the

limited computational and memory resources, the objects cannot be stored in

memory and each of the instances are processed only once, before they are dis-

carded making their re-evaluation impossible. For that reason, the information

about objects is replaced by statistics. Being able to find the balance between

remembering crucial information for model update and storage limitations is

of utmost importance. Another issue is the fact that the observer has no in-

fluence over how the objects arrive, because there is no prior knowledge about

the probability distributions. However, for stationary streams that probabilities

(i.e., parameters of their distributions), are fixed meaning the concept is sta-

ble. In the latter, either the prior probabilities of classes, or class conditional

probabilities change over time, resulting in the possibility of the posterior prob-

abilities of classes of objects altering. This phenomenon is called concept drift

and will be further discussed in the upcoming section [Krawczyk et al., 2017]

[Krawczyk, 2016]. It is worth noticing that most of the real-life applications are

problems from the non-stationary domain. For instance clients purchases which

may wary due to the current weather conditions (like certain clothing articles or

medicaments that may be more popular during certain season, i.e., winter), and

the weather prediction itself, as well as analysis of currently trending topics on

social platforms ex. Twitter etc. [Wang and Jones, 2017]

Similarly cyber attacks and network intrusion detection also fall into the

category of non-stationary data streams, due to the non-stationary nature of

network traffic, and the fact that even slight alteration of the pattern of an

attack can make the identification of it impossible for the current signature-

based detection systems. Another factor that affects greatly the complexity of

the non-stationary data stream analysis is a situation where objects from one

particular class are represented by much less instances then objects of other

classes. Class imbalance is a commonly present phenomenon, where the class

distribution is skewed. This can significantly decrease the quality of a predictive

ability of a system, if not approached accordingly, due to the fact that most

classifiers are biased towards the majority cases, and as a result ignore the objects

from the minority class. Such a situation can cause significant degradation of the
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drift, where the drift has rapid nature (see Fig.5c) and sometimes the outdated

model may appear again (see. Fig.5d). In the domain of cybersecurity a sudden

concept drift is equivalent to a new type of attack or a considerable change in its

strategy, while a gradual concept drift describes a situation where some cyber

criminals use an old version of an attack while a new one has emerged.

Figure 5: Types of changes in the data stream: (a) sudden, (b) gradual, (c)

incremental, (d) recurring

There are several ways to handle concept drifts, that can be generally divided

into two categories: i) methods where the learner is adapted at regular intervals,

whether the changes have actually occurred or not ex. time windows of fixed

size, where choosing an appropriate size of the window is the main challenge,

or weighted examples, where an idea that the importance of examples decreases

with time (in some cases only the most recent examples are used to rebuild the

model) is applied; ii) methods where the learner is updated only if the changes

in concept are actually detected ex. if a concept drift is detected, an action to

adapt to those alternations is performed. For instance adjusting the window size

accordingly to the expanse of concept drift.

Most of concept drift detectors use information about the performance conver-

gence of the operated predictive model to return signal, if probability distribu-

tions are changing. Usually, they can return the signal that drift is detected and

model should be rebuilt as quick as possible, or that the so-called warning level is

achieved, which may cause the necessity to collect new data to rebuild/update

the model. The drift detector may be recognized as a classifier, but it rather

solves a regression problem, i.e., evaluating how far the characteristics (as prob-

ability distributions) of operated model are from the characteristics describing

the real problem under consideration. Such a task is tough, because on one hand

we should detect a drift as soon as possible to replace outdated model and to

reduce so-called restoration time, but on the other we do not accept too many

false alarms [Gustafsson, 2001]. Additionally, it is worth noticing that drift de-
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currently used approaches, based predominantly on signature based methods

have proven to be ineffective against the emerging attacks and malware, de-

signing new methods, that would be able to identify the continuously evolving,

intricate cyber attacks, is of utmost importance. Data stream analysis has gained

much popularity due to the many real-life applications where it can be utilized.

One of such is network anomaly detection among many others. Data stream anal-

ysis is a challenging area of research, owing to the amount of data that needs to

be analyzed and its often changing characteristics, on top of the computational

and memory resources constraints. The task is complicated greatly as a conse-

quence of the existence of such phenomena like concept drift and class imbalance.

Another difficulties, such as class overlapping, or the irregularly shaped clusters

of examples from minority class, must also be addressed. Concept drifts can

cause a significant degradation in performance of the classifier, and therefore in

detection of the cyber attacks on time. It’s important to note that when imple-

menting a concept drift detector, one has to consider the trade-off between the

detection delay and the quality of its performance. Consequently a correct detec-

tion of concept drift is a milestone in creating a cybersecurity lifelong learning

intelligent system.
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Bouchachia, A. (2014). A survey on concept drift adaptation. ACM Comput. Surv.,
46(4):44:1–44:37.

[Gustafsson, 2001] Gustafsson, F. (2001). Front Matter and Index, pages i–x. John
Wiley & Sons, Ltd.

[Hoens et al., 2012] Hoens, T. R., Polikar, R., and Chawla, N. V. (2012). Learning
from streaming data with concept drift and imbalance: an overview. Progress in
Artificial Intelligence, 1(1):89–101.
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drift detection and model selection with simulated recurrence and ensembles of statis-
tical detectors. 19(4):462–483. http://www.jucs.org/jucs_19_4/concept_drift_
detection_and.

[UK Government, 2016] UK Government (2016). National cyber security strategy
2016 to 2021. https://www.gov.uk/government/publications/national-cyber-
security-strategy-2016-to-2021.

[Wang and Jones, 2017] Wang, L. and Jones, R. (2017). Big data analytics for network
intrusion detection: A survey. International Journal of Networks and Communica-
tions, 7(1):24–31.

[Widmer and Kubat, 1993] Widmer, G. and Kubat, M. (1993). Effective learning in
dynamic environments by explicit context tracking, pages 227–243. Springer Berlin
Heidelberg, Berlin, Heidelberg.

633Babowska B., Choras M., Wozniak M.: Advanced Analysis ...


