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Abstract: The paper describes an implementation of a behavioral authentication system, working on sparse geographical data generated by mobile devices in the form of CDR logs. While providing a review of state of the art w.r.t. sensors and measures that can be used when creating a system detecting anomalies in the user behavior, it also describes domain specific authorization methods focusing on the user mobility.

The trajectory based stay-extraction model is utilized to build user mobility patterns, upon which the anomaly detection model measures the repeatability of human behavior in dimensions of: geography, time and sequentiality. The goal is to measure the extent to which the geographical aspect of the human mobility can be used in behavioral biometrics’ systems i.e. in which scenarios geography may enable to describe (and differentiate between) user patterns – based on anomaly detection in cases resembling real life scenarios (phone theft or sharing between users). The research methods developed may be implemented on mobile devices to benefit from multiple sensors data in the authentication processes.

The model is evaluated on a large telecom dataset, with the use of similarity classes, what allows measuring the accuracy of the model in real-life scenarios and provides benchmarking guidelines for the future work on the topic.
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1 Introduction

Nowadays mobile devices have become truly ubiquitous. Due to this fact, they became both a valuable source of information [Fox et al. 2013] and a concern to assure privacy of their owner’s data. Due to reasons connected with a user’s negligence, possibly caused by the usability barrier of the currently used authentication approaches [Telesign 2016], about 40% of mobile phones remain unprotected by any means [Fridman et al. 2015]. The ease of use seems to be a significant factor in the adoption of new authentication methods [Telesign 2016, Trewin et al. 2012]. This enables behavioral biometrics to improve this
process by utilizing multi-factor authentication and cover the drawbacks of the traditional authentication methods.

The goal of this paper is to propose a working model for behavior based authentication applying anomaly detection performed over the user’s mobility pattern. The issue was researched by application of the methodology described by Österle [Österle et al. 2011].

The structure of the paper is as follows. The description of the research problem is given in the introduction, analyzing issues of current authentication approaches and behavioral biometrics as a possible solution. Second chapter defines concepts used and provides an analysis of the literature - focusing on mobility as a base for behavioral authentication. The chapter also describes the advantages of the proposed approach over state of the art. In a third chapter a trajectory based model is described, and the anomaly detection method is presented along with a division of anomalies into dimensions of: geography, time, sequence and predictability. In the fourth chapter the model is evaluated on a large real world dataset. In the last chapter, the discussion on the comparability of the existing mobility-based behavioral authentication approaches is brought up along with some practical remarks. The future work is also discussed.

2 Related work

2.1 Traditional means of authentication

Traditional authentication factors have a few drawbacks. Among these drawbacks we may distinguish:

- **knowledge factors** represented by passwords, work as a point of entry mechanism which frustrates users [Telesign 2016] mostly due to the requirement of a user interaction and the issue of “stacking up” [Yan et al. 2004, Bonneau and Preibusch 2010]. They are also often simple and easy to break.

- **possession factors** connected with token devices are a good choice for high security situations. Nonetheless, they are rarely used due to economical and usability reasons\(^1\).

- **inherence factors** connected with traditional biometry, offer a family of high accuracy methods including fingerprint recognition or new examples of facial features biometrics. The main issue with these methods is that they are not available for all devices. Biometry adoption among the produced mobile phones achieved about 40%, but its penetration rates among companies and
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\(^1\) Users are required to carry an additional device and interact with it to gain access. They also need not to lose or forget to take the device.
users are worse [Gartner 2013, Acuity 2016]. These methods also can’t work continuously due to the battery drain and/or characteristics of the methods used.

The family of traditional methods can be extended with the concept of behavioral biometrics. Behavioral biometrics includes a variety of methods, consisting of: gait [Damaševičius et al. 2016a], keystroke dynamics [Ulinskas et al.2017], voice recognition [Mazhelis and Puuronen 2007] and many more. One of its fields covers the behavioral profiling, which tries to derive patterns from the user’s behavior and interaction with a device, which are closely resembled by the data that is produced by the devices [Aledavood et al. 2015]. Behavioral profile model can consist of many aspects with a capture-able (quantifiable) regularity, where deviations from the observed behavior can lead to uncovering anomalies connected with a potential threat to user’s data [Bouthpitiya 2014]. In some of those cases, domain specific algorithms can be used for capturing and comparing the patterns (e.g. voice recognition [Polap and Woźniak 2017]).

This multi-aspect characteristics\(^2\) allows for an easy application of behavioral biometry models in multi-layer authentication, widely adopted in tech companies [Telesign 2016]. Due to the fact, that those methods can be applied for a constant user authentication, they do not hinder the usability, while adding an additional layer of security. This makes the use of the behavioral system a good compliment to the password based or traditional biometric solutions (which do not work well in a multi-layer authentication [Trewin et al. 2012]). These facts confirm a significant demand for the services among companies, as seen in Figure 1. Deriving insight from the behavioral patterns provides also information about the current context of the user behavior, which is important in domains where observation of a user is crucial e.g. patients, elderly people [Damaševičius et al. 2016b] in case of health care applications.

2.2 Behavioral profiling on mobile devices

The behavior (or behavioral) profiling is defined as it: "identifies people based upon the way in which they interact with the services of their mobile device. In a behavior profiling system, user’s current activities (e.g. dialing a telephone number) are compared with an existing profile (which is obtained from historical usage) by using a classification method (e.g. a Neural Network). The users identity is determined based upon the comparison result." [Li et al. 2014]. The user’s profile can include multiple aspects of his behavior [Mazhelis and Puuronen 2007]. Each of these aspects can be described by one or many measures (characteristics) that can be used for the pattern creation (presented in Figure

\(^2\) Meaning there can be multiple aspects of a behavioral profile which can be modeled with different methods and work in various scenarios.
2). It is clearly visible, that multitude of these factors point to a non trivial tasks of pattern recognition. An exemplary aspect is mobility. Considering a range of user travels (geographical area) along with the sequence of visited cells (routes taken) and information connected with the repeatable nature of human behavior [Gonzalez et al. 2008, Liu et al. 2014], identifying patterns is not an easy task. Domain specific algorithms are required to create user’s mobility behavioral profile and measure potential anomalies and deviations from these patterns.

2.3 Mobility models

Use of data from various sensors connected with mobility and available on a device (GPS data, WiFi networks available or even IP address) is a broad field of study. In addition, the research around the usage of call logs (locally) or Call Detail Records (CDR) (on a server of a telco provider) is one of the most interesting areas due to the availability of this data on each phone. It was proven that geographical aspects of user whereabouts derived from CDR can be successfully used in modeling human mobility [Isaacman et al. 2011, Becker et al. 2013].

Humans have stable mobility patterns and a significant tendency to return to a few often visited locations\(^3\) [Csáji et al. 2013, Gonzalez et al. 2008]. Despite the uncertainties, human mobility is predictable based on the historical behavior [Song et al. 2010a, Song et al. 2010b, Lu et al. 2013] regardless of the distance traveled [Bagrow and Lin 2012]. Due to this fact, even using sparse data like CDRs we are able to get a good approximation of user movement patterns.

In case of using Call Detail Logs for the analysis of user mobility, only very brief moments of his whereabouts are known. They are related to calls or other services used by a user that were handled by BTS\(^4\). This estimation of a user’s location is not ideal, but its accuracy can be measured based on the density of

\(^3\) Mostly identified as their home and workplace or their equivalents, like e.g. school.
\(^4\) Base transceiver station.
Figure 2: List of distinctive measures proposed by Mazhelis et al. for mobile masquerader detection. Source: [Mazhelis and Puuronen 2007]

the towers. It proven to be sufficient to perform analysis of a human mobility on a small scale focusing on estimating temporal patterns of locations visited by a user and building a user’s mobility profile [Liu et al. 2014, Čolak et al. 2015, Calabrese et al. 2011]. This task can be performed by a family of trajectory-based methods (often relying on a stay-extraction) to estimate the dwell time in each place the user visits [Xie et al. 2011, Iqbal et al. 2013, Widhalm et al. 2015, Maldeniya et al. 2015]. The user’s profile built mostly utilizes the semi-structured patterns that can be observed when analyzing the mobility in a weekly manner in hourly bins, showcasing user behavior patterns [Phithakkitnukoon et al. 2010, Furletti et al. 2013, Andrienko et al. 2015]. The trajectory-based models have the advantage of being an understandable representation of an approximated user mobility pattern and can have multiple uses in the analysis and uncovering human behavior patterns, in contrary to the often classification-heavy purpose of Machine Learning Algorithms (MLA). Nonetheless, due to some unpredictability of the human behavior mobility, pattern models require
different learning periods depending on the data density and the task. They are also rather parameter heavy due to the fuzzy patterns users have - even having the perfectly sampled data, the upper threshold w.r.t. quality of prediction of user behavior is about 87% [Schneider et al. 2013].

2.4 Anomaly detection in mobility

To detect anomalies in the user mobility patterns, a wide variety of methods can be applied. The basic methods are based on the Bayesian decision rule system to classify the conditional probabilities of visiting BTS stations and mean residence times [Bushkes et al. 1998]. Another family of methods focuses on the sequence of visited locations. An approach proposed by Sun et al. [Sun et al. 2006] built a Markov model, utilizing EWMA (Exponentially Weighted Moving Average) mobility tries, based on cells visited by the user. By building a probability-based model of the routes user followed, the model was able to detect anomalies in new sequences of locations that were unlikely - had a lower probability of the user's appearance than a design threshold (Pth). In this case also oscillations and errors in classification of locations should be considered [Tandon and Chan 2009]. A few recent methods described in Table 1 provide extensions of these basic approaches. These examples provide interesting insights and give a rough approximation on the expected accuracy of the model. Nonetheless, they work on well sampled and small datasets - their use on a large scale, real world and sparse datasets was not tested.

2.5 Advantage over state of the art

The approach proposed in the paper benefits from the findings on human mobility. The proposed model describing patterns of the user’s mobility is created using trajectory based methods [Xie et al. 2011, Liu et al. 2014, Iqbal et al. 2013, Widhalm et al. 2015, Maldeniya et al. 2015] and by clustering activities in weekly patterns with 1h time windows [Phithakkitnukoon et al. 2010, Furletti et al. 2013, Andrienko et al. 2015]. The model considers characteristics of the sparse data and possible errors in the observed movement connected with e.g. signal oscillations and load balancing [Tandon and Chan 2009, Schlaich et al. 2010]. The user’s mobility profile is then used as a pattern for behavioral authentication based on anomaly detection, which utilizes a threshold method [Sun et al. 2004] based on 90th percentile of the normal behavior threat readings [Yazji et al. 2014]. The model includes a novel approach based on the division of the
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5 http://realitycommons.media.mit.edu/realitymining.html
7 http://realitycommons.media.mit.edu/realitymining.html
Kaluzny P., Filipowska A.: Large Scale Mobility-based ...

Table 1: Review of approaches for differentiation of user patterns, anomaly detection and authorization.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Dataset</th>
<th>Method used</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility-based anomaly detection in cellular mobile networks [Sun et al. 2004]</td>
<td>A simulated dataset showcasing a graph resembling the cellular mobile network. Call durations are the same for all users and exponentially distributed with a mean value of 3 minutes. The higher the mobility level, the more cells traversed with a given speed - set between 20 and 60 miles/hour for testing purposes.</td>
<td>High order Markov Model, Exponentially Weighted Moving Average used for creating a profile - the probability of each route the user took. The design parameter ( \Delta ) is based on the entropy of current trace and is used for changing the detection threshold. Anomaly detection based on calculating the distance between the current trace and the EWMA-based mobility trie.</td>
<td>89% accuracy with 13% FRR</td>
</tr>
<tr>
<td>Mobi Watchdog: You Can Steal, But You Can’t Run! [Yan et al. 2009]</td>
<td>Reality mining dataset - activities labeled with BTS cell id from 100 users, sampled every 30 minutes to showcase CDR granularity level. 30 days used to train the model and 30 to test the model performance.</td>
<td>IHMM (Hierarchical Hidden Markov Model). Decision is made after ( \tau ) (design parameter) consecutive activities have been found anomalous (parameter in the model). Working authentication software raising alerts by requesting the device holder to re-authenticate himself when an observed mobility trace significantly deviates from the trained model.</td>
<td>Accuracy above 90%, for similar users between 50% and 70%. FRR about 13% for one anomalous activity window and 9% when using 3 activities.</td>
</tr>
<tr>
<td>Efficient location aware intrusion detection to protect mobile devices [Yazji et al. 2014]</td>
<td>Geolife dataset - GPS trajectories from 178 users with about 5 second sampling. Reality mining dataset - 68 users chosen with an average of 2.5 mln sampling. 100 sample batches of x (5, 15, 30, 60 minutes) used for testing.</td>
<td>Trajectory based mobility model on frequently visited locations with 30 mins stay time and a confidence interval of 90% for anomaly detection (accepting 90% of the user’s normal behavior based on the trace samples). Zero probabilities for visiting new locations.</td>
<td>94% accuracy in anomaly detection with FRR &lt;= 10% within 15 minutes - about 6 activities.</td>
</tr>
<tr>
<td>Active authentication for mobile devices utilizing behavior profiling [Li et al. 2014]</td>
<td>Reality mining dataset - 76 users chosen. RBF tested on 20 users with the dataset divided in two halves.</td>
<td>Differentiating between user patterns (is this a user who appears to be, based on other users’ data). 7/10/14 used for learning, smoothing period and 6 activities smoothing. RBF neural network achieved 10.5% EER. Rule based approach - statistical occurrences 11% EER.</td>
<td>Best results: 9.8% EER with 10 days learning period and 6 activities smoothing. RBF neural network achieved 10.5% EER. Rule based approach - statistical occurrences 11% EER.</td>
</tr>
</tbody>
</table>

Source: own elaboration
mobility anomalies into different dimensions including: time, sequence (partially based on [Sun et al. 2006]) and a geographical area, along with the probability of a user visiting a given location. The proposed model is proved to be able to differentiate between the user patterns in a long term.

The paper, to the best of our knowledge, also presents the first large scale application of the mobility-based behavioral biometrics on sparse data (in this case CDR). The previous approaches focused on samples of: 76 [Li et al. 2014], 100 [Yan et al. 2009] or 178 users [Yazji et al. 2014]. This model was tested for 1000 users based on CDR logs. The respective test cases were chosen, based on the similarity metrics, from 252 174 inhabitants of Poznan area appointed by the home location detection algorithm. Also, a novel division of geographical similarity classes was introduced, transforming the approach described in the literature [Kaycik et al. 2014].

3 Trajectory-based model for the behavioral authentication scenario

3.1 Description of the dataset

The mobile phone data used for this work consists of more than 7 billion of anonymized records describing the activity of Orange SA clients in Poland for over 6 months between February and July 2013. This data is typical for publications dealing with the CDR processing [Çolak et al. 2015, Schneider et al. 2013]. Each data record used in this work consisted of:

- anonymized id of a user initiating the call, being the client of Orange and a receiver of the service,
- type of a service (call, sms, Internet use) used along with associated measure e.g. duration in seconds,
- accurate time stamp with a date together with a BTS station data and location_id connected with it\(^8\).

3.2 Trajectory-based model of the mobility

To be able to detect anomalies in the user’s behavior, the mobility patterns need to be created to compare new activities against them. Our approach was to use the trajectory-based mobility model and evaluate it in a task of the constant event-based anomaly detection. The process of creation of the mobility profile consists of the following steps:

\(^8\) Meaning a set of BTSs sharing the same coordinates to ease the geographical analysis.
- extracting activity data,
- applying ABA method,
- creating movement blocks i.e. calculating stay time in a location,
- identifying important locations, passages and routes,
- creating dictionary of user’s habits (user’s mobility profile).

The process is depicted in the Figure 3. The details of our approach are presented in the following sections.

![Diagram](image)

Figure 3: The process of creation of the mobility profile model used in this work. Source: own work

### 3.2.1 ABA method

Oscillations and quick location changes that appear between successive activities are often a case of the false displacement of a user [Liu et al. 2014], caused by the traffic balancing or user position between the signal range of two or more
stations [Tandon and Chan 2009]. To address these problems, a method based on an approach used to clear shifting locations observed in transportation travel proposed by Schlaich is utilized [Schlaich et al. 2010]. Therefore, to eliminate these errors, events meeting the following pattern are corrected:

1. First, there is an activity from a location A.

2. Next activity is observed within the next x (10 is chosen based on the literature [Iqbal et al. 2013]) minutes from the location B.

3. Third subsequent activity within x minutes from the second activity is labeled with location A.

If errors like that are observed, they are fixed and the sequence of visited locations becomes AAA.

3.2.2 Consecutive activities and stay time

Based on the previous work in the field, considering consecutive activities from the same location that are temporally close to each other can lead to a mostly true assumption that a user stayed in a target location during the time of his activities. The probability of a user staying in a location declines together with the time passing and an upper threshold needs to be introduced. For this work 1h was chosen based on the previous research [Iqbal et al. 2013, Wang et al. 2012, Maldeniya et al. 2015]. If activities are separated by a time less than 1 hour, we consider that the user had a constant stay time in a location.

Moreover, in contrary to the previous approaches, which consider single or temporally distant activities to have no influence on the pattern, different approach is proposed in this work. Due to the fact, that a user activity in a given BTS is considered as a certain information about his whereabouts in this period, we can assume he was there for at least a short period of time. This approach can be called "weighted" activity labeling. This method is similar to the time discretization mentioned in the recent literature [Widhalm et al. 2015] and based on our tests on the whole database, its use doesn’t influence the structure of visited locations. The findings show that sparse activities that are separated by more than an hour are weighted and become at least 15 minutes long.

3.2.3 Identification of passages

With identification of locations with a significant stay time (derived from consecutive activities in a location), BTSs connected to the user movement need to be identified. Approach to distinguishing the "passed-by" locations, is as follows:
1. If a stay time in a location is longer than 30 minutes [Liu et al. 2014], it is a location where a user had some activity – it is a significant location and therefore a “non passed-by” location.

2. If the period between two consecutive activities is longer than 4 hours (value based on [Picornell et al. 2015]), the first activity is also labeled as a non “passed-by”, to derive any trajectories from the sparse data and avoiding trajectories spanning for multiple days in case of rare activities.

From these trajectories, paths and routes are created that aggregate the user movement. A path is a vector of the user’s movement with its start and end in locations with a significant stay time. The path may contain passed-by BTSs that a user moved through to get from the start to the end location, if any were identified. Each path is a trajectory of a user. The routes on the other hand aggregate all paths between points A and B. They are structures that describe the possible passed-by BTSs, when users moved from a point A to B giving probability values to a given sequence of passed-by BTSs. They will be referred to as probability tries later in this work.

3.2.4 Important locations - home/work

Based on the time a user spent in a given BTS station, the most visited, important locations can be distinguished. The home location is the BTS where a user spends most of his time between 19 and 7 in a week. The work location label is assigned to the location with the most time spent between 10 and 18 on weekdays, excluding the home location. To address an additional time spent in neighboring BTSs, the joining algorithm is used to negate the effects of possible hand-off errors in the data.

3.2.5 Data structure of the profile - the dictionary of habits

By identifying locations visited by a user along with the time he visits these locations, a user’s mobility profile can be built. A model containing regularly visited locations and user movements between these locations, kept in a weekly-calendar data structure is called user habits’ dictionary. Each timeframe (1 hour is used in this work) is assigned with locations and routes a user took in the observed period along with their accuracy levels.

3.2.6 Accuracy of the model

Our model calculates the approximated user dwell time for each visited location. A ratio of the time spent in each cell of the habits dict (distinct pair of a day
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9 Also referred to as dict due to its programming dictionary-like structure.
and an hour) compared to the sum or all locations in this timeframe can be calculated. This measure is independent of how active the user was\textsuperscript{10}, but rather indicates how much time a user spends in a given place during the time period in comparison to other locations that appear during this time. This structure becomes closer to the ground truth for active users\textsuperscript{11}. The accuracy values split among locations in a timeframe tell us how predictable the user was in a given period.

3.3 Anomaly detection model

In our model we define anomalies in mobility as situations where a user appears (has an activity) in a location that is not present in his regular movements or the current movement varies significantly from his typical pattern (considering time, geographical area or sequence of places visited and probability of user being in a given location). Due to this fact, a model that includes these multiple dimensions of mobility needs to be introduced.

3.3.1 Time

To consider and study the time aspect of a user movement, a simple approach based on the fact that users tend to have distinct daily patterns is used. Each activity threat measure is equal to a number of time frames between observed and behaviors present in patterns in comparison to a max distance (achieving its max at 24h difference between the activities). Given the activity $x$ in a timeframe $t (x_t)$ and the maximal allowed difference in timeframes $dt_{max}$, considering the distance $d$ in timeframes $d_t(x_t, T)$ between the activity $x_t$ and all of the visits of a given location in other timeframes described in a set $T$, we can define the time threat as:

$$Threat(x) = \min\left(\frac{d_t(x_t, T)}{dt_{max}}, 1\right)$$

(1)

3.3.2 Geography

Due to the fact that users tend to spend most of their time in already visited locations and their movement is highly predictable, the geographical aspect of a user movement plays an important role in the anomaly detection. Users also tend to move only within a small area of few kilometers around their habitat [Bagrow

\textsuperscript{10}Very sparse activity with only one location in a timeframe gives it an accuracy of 1.

\textsuperscript{11}Meaning the structure of visited locations is really close to the true time spent in these locations.
and Lin 2012]. When a user is present at one of his "important"\(^{12}\) locations, the geographical threat measure equals 0.

The geographical threat for a test activity \(x\), equals 1 minus the distance in meters to a closest location from a set of important locations \(L\), compared to the average distance traveled daily \(d_{daily}\).

\[
\text{Threat}(x) = \min\left(\frac{d(l_1, L)}{d_{daily}}, 1\right)
\]

(2)

### 3.3.3 Sequence

With the added layer of the mobility information about user routes\(^{13}\) a probability based model of the user movement can be built. It can utilize the built trie routes’ model. By updating the routes and paths with counters that assign probabilities to certain trajectories the user took (based on the probability tries), we can extend the probability over the basic "stationary" model of accuracy. The model considers the weighted probabilities of a user following a given trajectory (ordered set of locations). This translates to utilizing an Markov Chain model on the sequence of \(n\) visited locations between the stay points extracted.

Reading a test activity \(x\) on a level \(i\), means it is an \(i\)-long sequence\(^{14}\). Let \(X = (X_1, X_2, \ldots, X_i)\) be a sequence of locations visited by a user, with a length (\(|X|\)) being equal to \(i\), where the first place visited in the observed sequence is \(X_1\) and the last is \(X_i\). Then we define the set \(A\) that includes all sequences of length \(i\).

\[
\text{\(\bigwedge X, \text{ if } |X| = i, \text{ then } X \in A\)}
\]

(3)

Based on this definition, a given test sequence \(X_t\) which is of length \(i\) and \(X_t \in A\), we can define the threat as:

\[
\text{Threat}(x) = 1 - P(X_t)
\]

(4)

The probability \(P(X_t)\) is calculated by comparing the number of times (\(C\)) this sequence appeared compared to the number of all sequences of this length.

\[
P(X_t) = \frac{C(X_t|X_1, X_2, \ldots, X_{i-1})|X = X_t}{\sum_{X|A} C(X_t|X_1, X_2, \ldots, X_{i-1})}
\]

(5)

\(^{12}\) Regularly visited with more than 5% accuracy.

\(^{13}\) And the predicted accuracy of the BTS appearing in comparison to the routes in the pattern.

\(^{14}\) E.g. for \(i=3\) we consider all sequences that are of length 3, like: ABD, ABC, ACE.
3.3.4 Probability of visiting a location

Considering the mobility patterns of a user, we can focus on the probability of visiting a specific place during a given timeframe. The proposed approach involves creating a structure in which each location is assigned a probability of user’s appearance based on the training data set. This probability gives a rough approximation of the time spent in the location as compared to the other locations in this period. It gives a rough approximation of user’s movement pattern in a given time-frame and in our case is showcased by the accuracy parameter.

The interpretation of this measure is as follows: "How probable it is that a user is in this location in this timeframe (exact hour and day) compared to the other places he visits”. If a user visits a location that is present in the timeframe,15 including passed-by locations that match his currently traveled route, the uncertainty measure is calculated as follows. For a location \( l \) in a timeframe \( t \), where the accuracy of an activity \( x \) in a location \( l \) and a timeframe \( t \) is denoted as \( a(l, t) \):

\[
\text{Threat}(x) = 1 - a(l, t)
\]  

(6)

The following sections will present the evaluation of the proposed method.

4 Evaluation of the method: using mobility in the behavioral authentication scenario

In order to verify the usability of the user's profile in the authentication and non binary authorization scenario, its outputs - namely threat levels, need to be tested to better describe everyday mobility behavior and differences between users.

4.1 Preparation of data

First a sample, consisting of users that shared a similarity in a geographical profile (being from Poznan area), was chosen to test the model in a scenario that would be close to real life applications of the model.16 This also allowed to build a “hierarchy” of users based on the probable increase in similarity of mobility profiles to test model for different cases.

Based on the requirements of the model, home and work locations for all users that appeared in the Poznan area in March 2013 were calculated. The

\[15\] In our CDR dataset case - an hour.

\[16\] As it is obvious that selecting a random user for the anomaly detection will yield positive results in the anomaly detection but is not the case for most of the real life scenarios e.g. when the phone is stolen.
area was chosen based on the TERYT\textsuperscript{17} mapping. This returned 173 distinct location id’s that were considered being in Poznan area as shown in Figure 4.

![Figure 4: Visualization of Poznan administrative borders on a city level (on the left) along with the BTS stations laying inside this area with their Voronoi colored (on the right). Source: own work](image)

\textbf{4.2 Division of users into classes}

The studies mentioned in the literature did not set a stable testing environment, therefore a definition of such a testing approach was needed. This approach to testing methods on anomaly detection is novel and may be applied by other researchers in the field. Such an approach may enable future comparison of results between various approaches. We propose to evaluate similar methods addressing different levels of similarity to the tested user behavior, including:

\begin{itemize}
  \item \textbf{the same user} - choosing the unobserved new data of a user allows to test the extent of predictability of human patterns and sensitivity of the threat measures, while giving a clear answer about the \textit{false rejection rate} for anomaly detection cases.
  
  \item \textbf{A random user} - similarly to the most of the approaches in the literature, a random user from the sample was chosen. This showcased how the trajectory model compares to the approaches in the literature.
\end{itemize}

\textsuperscript{17} The Polish administrative areas’ territorial mapping.
– **A user from the same town** - by choosing a user that has a home location that falls into the same town, which more closely resembles a phone theft than a random user choice does.

– **A user with the same home location** - potential success in differentiation of these patterns would allow us to differentiate between e.g. family members sharing a phone.

– **A user with the same home and work location** - in this scenario the goal was to verify whether the characteristics of the mobility differs between just visiting the same locations (in sequences taken, time of visits etc.).

### 4.3 Identifying deviations in the mobility by measuring the activity threat levels

The evaluation of the model concerned checking, if the model is capable to differentiate between user patterns using threat values for new activities of the same and other users (from the similarity classes). The tests were performed on the sample of 1000 users from one month for whom corresponding samples in all of the test classes could be found. The statistics of this sample are shown in Table 2. The movement list is a structure that aggregates phone activities into a stay time labeled parts of trajectories - effectively aggregating activities that lengthen the stay in one location, meaning users have an average of 4 temporally distant activities daily (139.2 monthly). The distribution of a distance showcased a long tailed distribution, where a half of users has a daily distance shorter than 11.29 km. Home and work location accuracy levels state that users spend on average 70% of their night time at a home location, and a little above 50% of their work daytime at a work location.

Each user chosen for the test had his/her user profile built on the available data from one month. For each of them first **40 activities from the following month of their activity** were tested against the profile.

The results of the experiment prove that in the long run (with the average values for 40 activities) we can differentiate between user classes as shown in the Table 3 and Figure 6. Given enough data, the distinction between a user and someone very similar to him in terms of mobility is possible and the distinction is clearly visible in the average threat values. The distribution of average threat levels observed during the testing for each similarity class shows that classes influence the threat level distribution. High threat levels regarding the same town scenario also show a possibility to evaluate methods regarding fraud detection given much shorter timespan. The same user class threat distribution presented in Figure 5 depicts to what extent the user pattern is consistent over time on a sparse data (from CDR). On average, users show some level of unpredictability visible in the average threats generated by users, but this measure is
Table 2: Monthly statistics describing users who were the reference users in the class-based comparisons of the threat activity labeling.

<table>
<thead>
<tr>
<th></th>
<th>Activities in the movement list</th>
<th>Distinct locations visited</th>
<th>Average daily distance (km)</th>
<th>Home location accuracy</th>
<th>Work location accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>2</td>
<td>1</td>
<td>0.003</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>680</td>
<td>340</td>
<td>295.06</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mean</td>
<td>139.2</td>
<td>26</td>
<td>22.63</td>
<td>0.70</td>
<td>0.57</td>
</tr>
<tr>
<td>1st Quartile</td>
<td>77</td>
<td>11</td>
<td>5.6</td>
<td>0.51</td>
<td>0.34</td>
</tr>
<tr>
<td>Median</td>
<td>120</td>
<td>18.5</td>
<td>11.29</td>
<td>0.75</td>
<td>0.57</td>
</tr>
<tr>
<td>3rd Quartile</td>
<td>175.2</td>
<td>32</td>
<td>22.35</td>
<td>0.91</td>
<td>0.80</td>
</tr>
<tr>
<td>Std dev</td>
<td>87.79</td>
<td>26.77</td>
<td>33.76</td>
<td>0.24</td>
<td>0.27</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.83</td>
<td>4.92</td>
<td>4.91</td>
<td>0.51</td>
<td>-0.07</td>
</tr>
</tbody>
</table>

Source: own work

not a normalized definition. No conclusions can be made just out of this fact, without deeper analysis of the variables influencing repeatability level of mobility patterns. The higher the threat level presented in the table and in the pictures, the more the pattern measured differs from the user’s pattern (the lower is the uncertainty).

Table 3: Comparison of the average threat levels for user classes.

<table>
<thead>
<tr>
<th>class type</th>
<th>Average geographical threat</th>
<th>Average sequence threat</th>
<th>Average time threat</th>
<th>Average uncertainty threat</th>
<th>Average of threats</th>
</tr>
</thead>
<tbody>
<tr>
<td>same user</td>
<td>0.06</td>
<td>0.26</td>
<td>0.32</td>
<td>0.69</td>
<td>0.33</td>
</tr>
<tr>
<td>home_work</td>
<td>0.14</td>
<td>0.39</td>
<td>0.45</td>
<td>0.77</td>
<td>0.44</td>
</tr>
<tr>
<td>home</td>
<td>0.26</td>
<td>0.58</td>
<td>0.62</td>
<td>0.84</td>
<td>0.58</td>
</tr>
<tr>
<td>town</td>
<td>0.47</td>
<td>0.96</td>
<td>0.98</td>
<td>0.99</td>
<td>0.85</td>
</tr>
<tr>
<td>random</td>
<td>0.95</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Source: own work based on CDR data

4.4 Anomaly detection on Poznan sample

Based on the findings of the above experiment, the structure of threat levels was described depending on the similarity level to a user. These findings allow for identification of anomalies based on the threat level measure observed. The uncertainty measure was omitted in this classification due to the fact that it provides high threat values and could not be used for the threat threshold creation later. Nonetheless, it remains as an interesting characteristics of the movement as the more dense is the data, the more useful it would be due to the fact that with regularly sampled data (average sampling rate equal to time
frame length) it closely resembles the real mobility and time spent in a location patterns of a user. The use of this measure for regularly sampled phone data would make this measure directly applicable in the model.

Since users vary heavily, when it comes to their mobility profiles and habits, the model which takes this phenomenon into consideration needs to be created. The model should minimize the false rejection rate for users with highly varying profiles, while also minimizing the false acceptance rate for users with more stable and predictable behavior. To address this challenge, an approach of calculating confidence intervals for the three threats (time, geography, sequence) is presented. For each of these threats, it is set as a 90th percentile of the corresponding threat values calculated on the validation data set of user activities [Yazji et al. 2014]. To check if the tested activity is an anomaly, we analyze all three threats for this activity and if at least for one of them a confidence interval for the target threat is exceeded, the model marks this activity as an anomaly in this dimension. Whether one or more scores need to exceed the threshold to classify an activity as an anomaly remains a matter of future work, and is a parameter in the proposed model. Setting this value high can cause higher
false acceptance rate for tested activities, resulting in less anomalies detected. The approach that is proposed for the model learning and anomaly detection is presented in Figure 7.

To create confidence intervals for all three measures:

- user’s mobility profile needs to be created from the learning data period,
- target threat values for all activities from the validation data set need to be assigned,
- smoothing function is applied by using the moving average on the threat values,
- 90th percentile of the above mentioned moving averages is defined as a target threat threshold for each of the threats.
Figure 7: The approach used to define threat intervals and enable application of a user’s profile for anomaly detection. Source: own work

Smoothing function that treats a number of successive activities as one event was introduced to deal with the mobile user’s inconsistent and variable usage behavior. Therefore, a decision is made based upon the combined events rather than a single occurrence [Li et al. 2014]. In our approach an interval size equal to 3 is used. The moving average is calculated in each respective threat value to smooth it. This is a parameter in the method which can be adjusted e.g. based on how active the user is to achieve the lowest number of false positives, while detecting an anomaly for a user in an acceptable timespan.

4.5 Results
Based on the confidence intervals, an anomaly detection experiment was carried out. Its results are shown in Table 4. By exclusion of users having all of the threat intervals equaling 1\textsuperscript{18}, about 7% of the sample was removed. Each excluded user

\textsuperscript{18} Meaning no anomaly could be ever be detected using this model.
had his/her threshold levels equaling 1 in all three dimensions. This group of
users did not have a stable pattern overall and could not be used for the model
based checking of anomalies in the behavior.

To increase the method’s performance, an improvement was tested that de-
creased the values of anomaly thresholds iteratively by one percentile below 90
for all users that had unpredictable patterns. This resulted in the reduction of
percentage of excluded users to 0.8% and improved the model accuracy.

The FRR in the scenario was equal to the fraction of situations, where the
valid user data from the test period was classified as an anomaly measure -
accuracy in same user class. On the other hand, the remaining accuracy values
indicated a number of situations, where activities of users from another class were
properly labeled as anomalies - this related to the effectiveness of the algorithm
in detecting a change of the user.

Table 4: The results of an anomaly detection method (FRR) with the use of 3 activities
batch length and 2 measures classified as anomaly. Source: own work

<table>
<thead>
<tr>
<th>Approach</th>
<th>Static 90th percentile</th>
<th>Iterative</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of users rejected due to the unstable pattern</td>
<td>7% 0.8%</td>
<td></td>
</tr>
<tr>
<td>Number of measures needed to classify an anomaly</td>
<td>1 2 1 2 3</td>
<td></td>
</tr>
<tr>
<td>Results</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class</td>
<td>Measure (% of anomalies classified in)</td>
<td></td>
</tr>
<tr>
<td>random class</td>
<td>99.33% 85.16% 99.56% 99.57% 97.17%</td>
<td></td>
</tr>
<tr>
<td>same town class</td>
<td>88.50% 72.52% 86.65% 91.63% 70.84%</td>
<td></td>
</tr>
<tr>
<td>same home location class</td>
<td>60.40% 44.18% 70.17% 53.64% 37.29%</td>
<td></td>
</tr>
<tr>
<td>same home and work location class</td>
<td>43.80% 26.04 53.21% 32.03% 20.09%</td>
<td></td>
</tr>
<tr>
<td>same user class (FRR)</td>
<td>20.80% 8.83% 32.68% 13.79% 6.33%</td>
<td></td>
</tr>
</tbody>
</table>

The results of the method, while using 3 measures show that when we de-
fine anomalies as a travel beyond the user’s geographical area, we can achieve
authentication methods with an accuracy similar to the approaches in the liter-
ature (the proposed model achieved about 97% accuracy, with the FRR staying
close to 6% and FAR to 3% in the random class). This also clarifies why simple
probability based methods achieve good results based solely on coordinates, vis-
ited locations or area of movement. The best outcome of the model was achieved
using 2 measures for the anomaly classification\textsuperscript{19}. The model proved to be effec-

\textsuperscript{19} For clarification, this means that two distinctive measures out of three (geography, sequence, time) needed to exceed their respective thresholds for the model to consider an activity batch to be anomalous and and not belong to an original possessor of the
tive in detecting anomalies in same town class scenario (an example of probable theft), while still remaining to be quite effective in differentiating people living in the same area (same home location class). The differentiation between similar users still seems to be an issue based solely on mobility and maybe other behavioral features would be the most successful when applied in these scenarios.

It is worth to underline, that the model achieved an accuracy similar to the approaches presented in Table 1, while working on much more sparse and unevenly sampled dataset. This proves that CDR derived authentication methods can achieve accuracy similar to the presented methods working on a device level data. Due to the fact, that characteristics of the data and the parameterization of the models (e.g. time window used for anomaly detection) plays a great role in the accuracy of the model. Therefore, the methodology for future comparisons of authentication methods needs to be discussed.

5 Discussion

The performance of the anomaly detection algorithms relies highly on the characteristics of the dataset and the model. Due to this fact, comparing the results of the methods working on different datasets may prove difficult - in our case we were able to achieve the same accuracy with more sparse data, but the scenario of the same town class is more useful to assess the quality of the model than the random class used in the literature. This makes the detailed comparison of result’s metrics a good area for further work, which would not fit into the scope of the paper.

Based on the findings of this work, the requirements for benchmarks of algorithms in the future should include:

- **Spatial homogeneity of the dataset** (proposed approach: describing the area of study) – an area of the study should concern users of very similar patterns (like students/employees of a university) what may prove to be more challenging than just comparing random CDR users and influence the results.

- **Spatial homogeneity of a model compared to the test data** (proposed approach: division of the results in the comparison classes) – comparing a test profile with a random user always produces a high accuracy, the task becomes harder when comparing users that share locations visited with the base user. This also allows for building pattern differentiating methods that would be able to distinguish between family members sharing a phone and could be applicable not only on mobility data.
- **Sampling frequency** (proposed approach: calculating inter-event time or an average number of activities/day per user) – the activity based data like CDR varies in its characteristics depending on the users and their inclinations to more often phone activities. GPS frequently sampled data remains at a very different resolution and may provide significantly better results even with the use of naive methods.

- **Learning period length** (proposed approach: stating the length of time period used for the model learning) – due to the fact that human mobility differentiates between days of the week, and pattern stabilizes only about after two weeks, the length of the dataset remains important. Also very lengthy learning period may require model updates or recent data weighting.

- **Approach requirements** (proposed approach: stating number of activities (or time) needed for classification) – especially important in case of identification approach, where data from all users is compared to ensure uniqueness of the pattern. In case of anomaly detection, only extensive data on the user is needed. While pattern identification requires data for all (or many) of users to learn a model, an authentication approach uses only the user data as a one-class classifier.

- **Accuracy and type of the geographical label used** (proposed approach: stating or calculating geographical bias of used sensor, or providing density and average BTS area) – the average size of BTS area can be a good measure of accuracy for the CDR data. This also allows data to be comparable e.g. by introducing artificial bias when comparing results with more dense areas.

- **Other data used included in the model** besides of the tested aspect (proposed approach: measure the influence of other variables e.g. accelerometer readings on the performance of the model) - any other feature used besides the one tested (in this example geography) should be excluded from the base model to remain comparable to the current approaches.

6 **Summary**

In this paper we described advantages of using the behavioral authentication on mobile devices, along with the possible measures and methods that can be used. A trajectory based model was introduced along with the defined measures and definitions of anomalies in the dimensions of: geography, time, sequentiality and predictability. The model was tested on a large sample of CDR data and provided to be effective in dealing with sparse datasets. The results of the anomaly detection were satisfying in differentiating between the users and the model was proven to be effective in detecting the possible theft scenarios. What is worth to
note, is that the modular design of the proposed solution allows for an ensemble of machine learning (or other domain based) methods to be easily utilized in the model. Nonetheless, the additional insight and findings concerning the repeatability of paths users traveled would not have been possible, if machine learning methods or probability based na""

ve classifiers were used to detect anomalies.

The unpredictability of the user movement - captured by the FRR (6\%) was similar to the studies in the literature and the accuracy of the model was also similar (97\%). The model proved valuable in detecting a simulated theft scenario and provided insight into causes of good results of other methods. Differentiating between similar users proved to be difficult with the CDR data. Utilizing only mobility in this scenario may not be enough to differentiate between users living in a close proximity. Nonetheless, the mobility pattern may be of use in a more complicated system utilizing more behavioral factors.

The division on anomaly classes allowed to create a benchmark for the mobility based anomaly detection models considering the similarity of users. However, parameters used in the model (such as the length of the activity batch) and the dataset characteristics can also influence the outcomes.

6.1 Future work

The influence of the time and the number of activities needed for classification is one of the main areas for further testing of the model, along with the comparison on various datasets (including the whole CDR database). As the model was tested on a sparse dataset, considering the influence of this characteristics on the output of the presented methods, and testing the model on the phone generated data could provide accuracy scores more comparable to the other algorithms.

For directly improving the accuracy, developing methods that would calculate the similarity of trajectories and including less rigorous thresholds on the time aspect would definitely improve the performance of the model. Adding a semantic aspect on the visited places\textsuperscript{20} could also improve the model but would significantly increase the complexity. Exchanging the methods used for the threat definition with machine learning algorithms that would be tailored and suitable for a given aspect of human mobility e.g. RNN (Recursive Neural Networks) would probably cope well with learning sequential patterns. Similarly SVM or density based methods would work well on estimating the geographical area that a user travels through based on the coordinates. The use of those methods could potentially help in achieving a higher accuracy (after the initial insight provided by this model has shown their potential areas of application). Nonetheless, it

\textsuperscript{20} If a user is visiting a grocery store in a constant time period, being in an unobserved location where the grocery store is located should not generate a high level of threat, when we consider the semantics of the place.
would greatly influence the computational complexity of the model and would require an ensemble of methods to utilize all dimensions.

After focusing mainly on one aspect of a behavioral biometry - mobility, the model could be also extended over different behavioral aspects like analysis of touchscreen interaction to better distinguish between users in high similarity classes.
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