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Abstract: Service discovery is a fundamental aspect of many services oriented applications; however, it cannot be directly applied to mobile ad hoc networks (MANET) due to their dynamic nature. The lack of central manager nodes results in the need of specific discovery solutions for this kind of networks. In this paper, we present a solution for the discovery of services in MANETs that is based on the classification of service’s parameters according to a shared domain ontology. Our proposed discovery protocol encompasses two main processes: dissemination and search. The search process defines a pruning mechanism that enables to detect if search messages must be propagated or not, reducing the number of messages communicated through the network. The dissemination and search processes are integrated within the route management mechanism that enables to reduce the number of propagated messages.

We have implemented and tested our discovery solution using the ns-2 network simulator. Experiments have been performed using rigorously constructed scenarios for testing the characteristics of the proposed solution. The obtained results show how the inclusion of the ontology not only increments the expressiveness of the search and discovery process, but also enables to reduce the number of propagated messages due to the grouping and pruning processes.
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1 Introduction

Mobile Ad hoc Network - MANET are a type of wireless networks that are based on the propagation of messages via multiple hops. The Latin phrase ad hoc, which literally means for this purpose, refers to the fact that such networks lack a predefined communication infrastructure. Message transmission in a mobile ad hoc network occurs in an unplanned manner and in response to the device distribution that exist at a particular moment of time. These type of networks do not contain some predefined participants configure to manage the communication tasks and, therefore, the communication is performed as a distributed task amongst all network participants [Murthy and Manoj(2004)].
In this work, we propose a discovery protocol for mobile ad hoc networks whose main feature is to allow locating services based on the type of their input and output parameters, which are categorized according to an ontology of concepts. The proposed solution enables network nodes to determine which input/output parameters are provided by different services offered on the network and, in addition, which are the compatibility relations that can be established among them. In this work, we propose the usage of I/O parameter type information due to the following reasons. First, propagating descriptions about services' parameters is more effective for service discovery when the user is trying to solve other complex tasks that need to establish a functional relationship among services (e.g. service composition) [Aguilera and López-de Ipíña(2014), Novotny et al.(2015)]. Second, when the information about services is disseminated nodes only need to share data about the different used types. Propagating I/O types of the provided services enables to specify multiple descriptions reusing the same data types, which reduces the quantity of disseminated information.

On the other hand, discovery based on service type or identifier requires all nodes to have knowledge about the different services that can exist in the ad hoc network. However, our usage of a concept ontology to categorise I/O parameters of the available services enables to apply some improvements to the data dissemination and service search processes and, consequently, reducing the number of messages required to perform the two processes.

The rest of the paper is organized as follows: Section 2 contains a depth analysis of the current state of the art in service discovery protocols for MANETs. Section 3 introduces the particularities of the discovery algorithm proposed by this paper. Section 4 summarizes the results of the performed evaluation, while Section 5 concludes the paper.

2 Background and related work

The problem of service discovery in mobile ad hoc networks has been the subject of numerous research works, which have tried to solve the problems of adapting the traditional solutions for infrastructured networks to this type of networks.

In the literature, the existing discovery proposals for MANETs can be classified according to the different elements of the discovery process, the services and the applied techniques [Ververidis and Polyzos(2008)]. According to this classification there are directory-based or directory-less solutions. In the first case, directories are specially designated nodes of the network where providers can register their services and customers search for descriptions. In a MANET it is necessary a mechanism to solve the selection of directories that must be capable of dynamically respond to the changes in the network topology [Zhu et al.(2003), Kozat and Tassiulas(2004), Sailhan and Issarny(2005), Seada and Helmy(2004), Pirr et al.(2012)].
Unlike the solutions based on the use of directories, there also exist proposals enabling to locate services without the need to register their description in some special nodes. This approach avoids to centralize the information in some parts of the network [Nidd(2001), Ratsimor et al.(2002), Chakraborty et al.(2006), Gao et al.(2006), Ververidis and Polyzos(2009)].

Regarding the usage of directories there is no clear consensus to decide whether one approach is better than the other is. The main reason is that there are many factors to consider when evaluating a protocol for MANET network: mobility of nodes, density of servers and customers, the frequency of updates, etc. Therefore, in the case of a network with high mobility of nodes it may be preferable an approach without directories to avoid the problems associated with performing a constant update. In addition, it is also desirable to reduce the possibility of containing obsolete information. However, if the number of requests increases on the same network, service directories can be added to start centralizing requests to some nodes and to reduce the number of messages transmitted across the network [Ververidis and Polyzos(2008)]. Despite these issues, the use of an approach without directories can be better than their usage. [Engelstad et al.(2005)].

Another relevant aspect of the existing solutions is the technology used to describe the services, which determines the expressiveness of the search requests and limits the ability to obtain adequate results. The use of universal identifiers is suitable for those mechanisms with a reduced communication capacity because the size of the identifiers may be limited to a few bytes [Ververidis and Polyzos(2009), Arias-Torres and García-Macías(2005), Outay et al.(2010)]. On the other hand, an approach that allows greater expressiveness when performing service discovery is the usage of key-value pairs to describe the service attributes [Serhani and Gadallah(2010), Park et al.(2013)]. However, the usage of key-pair values is very limited; the syntactic search based on string comparison or regular expressions is not appropriate in most cases because it only allows the use of keywords combined with a system of classification. Often, this type of search does not return any result because it is not able to recognize the similarities and differences between, otherwise, semantically related concepts [Paolucci et al.(2002), Aguilera et al.(2007)].

Due to the limitations introduced above, there are solutions that use the possibilities offered by semantic technologies, e.g as OWL [W3C OWL Working Group(2009)], for the description of services and search queries. Ontologies are usually applied to classify the service and match them with the searches. [Ruta et al.(2010), Said and Maho(2008), Islam and Shaikh(2012), Chakraborty et al.(2006), Klein et al.(2003)].

Regarding the technology used for the service description, it has been found that the majority of proposals do not consider this aspect. Only some of them
provide specific information about the usage of a UUID based description or the introduction of semantics. However, it is clear that the integration of semantic technology in the service discovery process can provide some benefits. This is not only because the usage of semantics allows a greater expression, but also because using relationships between concepts enables to apply a number of improvements in the discovery process aimed at the reduction of messages sent during the processes of publication and search services, as it will be explained in this paper.

On the other hand, the nodes of the ad hoc network can change their relative positions during the lifetime of the network; this means that the discovered services may not be longer accessible. There exist different approaches addressing the dynamism of the network. One solution is that customers can carry out a regular process that continually sends search requests (polling) to check if a discovered service remains usable or it is no longer accessible [Varshavsky et al.(2005)]. Another option is the usage of notifications, which are sent by service providers to indicate that a service is no longer available or has changed its state. The use of notifications is less efficient taking into account the number of required messages that the periodic polling but, on the contrary, it enables to obtain a more immediate response to those changes occurring in the network [Dabrowski et al.(2002)].

Finally, the maintenance of all network related data, e.g. directory clustering or other structures (e.g overlay networks), requires a procedure to update the information which continuously changes due to changes in the topology of the network [Klein et al.(2003), Seno et al.(2007), Artail et al.(2007), Singh et al.(2015)].

According to [Mohan et al.], where it is performed a comparison between proactive and reactive approach to the dissemination of information, proactive solutions have better performance when a more customers to service providers and also the number of search requests is not very high. In this case, the cost of maintaining the information about the services offered may result in a decrease in search latency. Our proposal for the discovery protocol services uses a proactive approach for the dissemination of information on services in the MANET.

The main characteristics of our solution, with respect to the state of the art, are the following:

– Directory usage. The proposed solution does not use directories to centralize the service description during the search. On the other hand, those nodes providing services disseminate their information through the network. This avoid the need to maintain the central directories and reduces the points of failure by disseminating the information through the whole network.

– Service description. In our proposal, services are described by the type of its input and output parameters, which are categorized using a concept ontology. The search process uses the generalization/specification relationships
provided by the ontology to locate the compatible services. To our knowledge, this is a novel aspect introduced by this protocol that has not been previously applied to the service discovery problem.

- Protocol integration. The discovery and routing processes are integrated in a way that the dissemination and search process trigger the creation of communication routes among the nodes. This effectively allows reducing the number of propagated messages. In addition, this reduction is also achieved with the introduction a new pruning mechanism during the search process. [Vara and Campo (2015)].

3 Ontology based discovery protocol for MANET

The proposed service discovery protocol for MANET networks is divided into three main functions: the Dissemination layer, the Service Discovery and Route Management layers. The purpose of the parameter propagation layer is to allow network nodes be aware of the descriptions of the available services’ input/output parameters. On the other hand, the task of the Service Discovery is to enable the location of those services that meet the specified requirements. Finally, Route Management layer provides the mechanism by which, during the service discovery process, routes are established and managed within the network, allowing the communication between clients and service providers.

3.1 Dissemination

The dissemination process begins in those nodes that provide services. By performing successive hops through the ad hoc network, the information about the services is propagated to other nodes of the network. The dissemination using update messages is generated in response to events that occur in the network topology when network changes. The information propagated by a node is broadcasted hop by hop through the MANET to a certain maximum distance that depends on the algorithm configuration. Figure 1 represents the dissemination process.

Each network node maintains a table, called the Parameter Table, which contains information about the types of the input/output parameters that have been disseminated by nearby nodes. Using the contents of this table it is possible to know how far, in hops from the current node, a parameter belonging to a given type is located. The table maintains a numeric value for each parameter type that is called the estimated distance and is represented as $d_e$. This value is used during the search process to determine, depending on the distance in hops that the parameter is located from the current node, if a search message should continue its propagation across the network.
The higher the indicator value $d_e$ is for a particular parameter the nearer the current node is to a node, or nodes, that provide a service with this type of parameter. The value of the estimated distance for a parameter decreases by one unit each time the information about the parameter is propagated one hop across the network. Therefore, those parameters that belong to a service provided by a node have the maximum possible value for its estimated distance $d_e = D_d$, in that node’s table. This maximum distance is equal to the maximum dissemination distance. Nodes located at successively larger distances will contain a decreasing value of $d_e$ associated with the propagated parameter type.

The dissemination process stops, for a specific parameter type, when the value for its estimated distance reaches 1 in a node during the propagation. When this situation occurs that node no longer performs any propagation to its neighbours. Each type of parameter is managed independently during the dissemination process; it is possible, therefore, that some parameters are no longer propagated after reaching the maximum distance, while others will continue the dissemination process.

3.2 Parameter Table

Each node $n_i$ of the network maintains a table $P_i$ containing the estimated distance to each one of the parameter types known by the node. The parameter table is defined as a function

$$P_i : O \rightarrow E$$

that relates types of parameters according to an ontology $O$ with a set of estimated distance values $E$. Specifically, each parameter table maintains a set of entries $E_p$, defined as

$$E_p = \{(p, L) \mid p \in O\}$$

where $p$ is the type of the parameter and $L = \{\{e_1, e_2, \ldots, e_k\} \mid e \in E\}$ is a finite set of elements, with each element containing an estimated distance of a parameter, which is defined as

$$E = \{(d_e, n) \mid 1 \leq d_e \leq D_d, \ n \in N\}$$
being \( d_e \) the estimated distance and \( n \) the identifier of the neighbour that provided the information about the distance parameter \( p \) to the current node \( n_i \).

Because the list \( L \) may contain more than one element, we define the effective value \( d_{\text{eff}}(p_i) \) for each entry of parameter type \( p_i \) in the table as the item of the list \( L_i \) with the largest value for estimated distance.

\[
d_{\text{eff}}(p_i) = e_j \in L_i \mid \forall e_i \in L_i : d_{e_j} \geq d_{e_i} \tag{4}
\]

The effective distance indicator \( d_{\text{eff}} \) is the value that is actually propagated for each parameter type when the update messages are sent to the neighbour nodes. In a list \( L \) there cannot be more than one element \( e_i \) with the same value of \( n \). That is, a node does not contain, for a given parameter \( p_i \) two different values of estimated distance that came from the same neighbour. Therefore, if a node has received an estimated distance value from a neighbour and receives a new one from the same node, the new value is considered a replacement for the old one and not a new insertion into the list.

The value \( n \) contained in each element of estimated distance avoids the back-propagation during dissemination. This problem occurs when a node receives from a neighbour an update message that was initially propagated by itself. Therefore, the update message contains, for each parameter \( p \), the identifier \( n \) of the node that initially provide that information.

Finally, each entry of the parameter table stores information about a particular type of parameter. However, the use of an ontology allows the usage of generalization and specification relationships between different concepts. Therefore, when an entry of the parameter table refers to a specific type of the ontology, the entry can represent either a parameter of the exact type or any other type more specific than the one contained in the entry.

### 3.3 Update messages

Nodes disseminate information about parameter types by sending update messages to their neighbours. The content of these messages depends on the event that has occurred on the MANET network. Therefore, update messages propagated by a node can carry their whole parameter table or only those changes that have occurred since the last update. The use of incremental updates assumes that neighbours successfully received any previously propagated information about the parameter. The implementation uses \( ACK \) messages to assure that neighbours correctly receive the information.

Each update message contains the changes that must be applied by each receiving node to its own parameter table. Changes are specified by two lists of actions: additions and removals. Whenever a node receives an update message, it processes each received list and performs the actions in order to update its own table.
The mobility of the nodes can result in the information contained in the parameter table becoming obsolete, requiring it to be updated. It should be noted that the dissemination protocol is proactive, which means that the contents of the parameter tables are updated in response to changes that occur in the network’s topology. Therefore, update messages are caused by detected mobility events.

The propagation of update messages is initially produced as a response to the appearance and disappearance of neighbours. However, receiving an update message and the subsequent update of a node’s parameter table can result in the generation of new messages. In addition, the entries of the parameter table can also be updated because of changes in the services provided by the node itself. Therefore, the parameter dissemination occurs after the detection of any of following events: neighbour detection, neighbour disappearance, new service registration, service removal.

Initially, the algorithm verifies each parameter contained in the update table to check if there are some removals to process. If removals are pending, the entry of the current node’s table, which was previously provided by the node that is propagating the received message, is deleted from the receiver’s parameter table. If a removal has occurred and the removed estimated distance had a value greater than one the node needs to propagate such removal to its neighbour. The reason for this notification is that it is necessary to communicate that the removed information is no longer valid and must be eliminated across the network.

Furthermore, if a removal of an entry from the list of elements for a parameter results in a change in the estimated distance indicator, being the new value greater than 1, the new value must be propagated to the node’s neighbours. This propagation occurs, for example, when a node has received from its neighbours multiple values for the estimated distance of the same parameter type and, after removal of the old value, it produces the propagation of one of the alternative values.

Then, the algorithm processes the new additions for each parameter contained in the received message. The algorithm only processes additions that were not initially originated by the same node currently processing the message. For this purpose, all additions contain the identifier of the node that started the dissemination for each parameter type. If the current node is not the source of the information for the processed parameter, the information is added to the current node’s parameter table and the estimated distance value is checked to know if it has been modified as result of the update. If the update does not modify the table, the current node stops the propagation of the message. Conversely, if changes occur and propagation to neighbours is needed, only those additions whose estimated distance after being decremented are greater than one are notified to the node’s neighbours.
Figure 2: Parameter table status after dissemination

All the additions and removals obtained from processing an update message are included in a new message that will be sent to the neighbours. The reception of this message by neighbour nodes will result in applying again the previous algorithm. The process, therefore, continues throughout the MANET until the tables converge and no more updates occur.

3.4 Ontology application

By using an ontology it is possible to infer if there exist different relationships between the types of the parameters of two or more services [Paolucci et al. (2002)]. For example, let’s suppose we have two parameters $P_1$ and $P_2$, according to the information contained in an ontology we can detect the following relationships between concepts:

- **Equality**: this occurs when $P_1$ and $P_2$ have the same type, $T(P_1) \equiv T(P_2)$.

- **Subsumption**: it happens when the type of the parameter $P_1$ is more general than the type of the parameter $P_2$. That is, $P_1$ corresponds to a concept that encompasses $P_2$, represented as $T(P_2) \subseteq T(P_1)$. For example, in an ontology of transport the concept `vehicle` subsumes the concept `car`, since the former is a more general type than the latter.

- **Not related**: occurring when it is not possible to infer any of the previous relationships using the ontology.

The parameter table holds an entry for each known parameter type; however, the entry actually refers to a parameter group instead of a single and specific type. Each group represents all those parameters whose types are related by equal or subsumption relationships, according to the information contained in the used
ontology. Each group is represented by the most general type of those contained in the group, which is called the group representative type. The representative type of a group changes every time new parameters of a more general type added to the group. Conversely, removal of a parameter from a group does not change the group representative type, which is maintained with its current value until the corresponding entry is permanently deleted from the parameter table. The deletion of an entry occurs when the input becomes empty due to the removal of all the elements contained in the list of associated distances.

Furthermore, a change in the group representative type always results in the propagation of the estimated distance associated with the group to the neighbours of the current node. The change in the representative type may happen as a result of the reception of an update message from a neighbour or due to the registration of new local services on the node.

Figure 3 shows what happens when dissemination takes into account the information provided by an ontology, which establishes hierarchical relationships among parameter types. Let us suppose that there exists an ontology defining two types of parameters: A and B, being the type of parameter A more general than the type of B.

In state 1, node 5 has disseminated information about the parameters of the services across the ad hoc network, using a maximum distance for dissemination of $D_d = 5$. Then, in state 2, node 6 appears in the neighbourhood of node 1, which causes both nodes to share their full contents of their parameter tables.

In state 3, and as a result of receiving the message propagated by the node 1, node 6 updates the group representative type for the parameter. The reason is that this node contained in its table an entry for the parameter B and it has received a message with an entry for the parameter A, whose type is related more general that the registered one.
The change in the representative type causes node 6 to propagate an update message to its neighbours. This propagation results in node 7 also updating the corresponding entry for parameter $B$ in its table, changing the representative type to $A$. In addition, node 1 will propagate the estimated distance to its neighbours because the new received distance from node 6 is higher than the one currently stored. Finally, as shown in network state 4, the reception of the message results in nodes 2, 3 and 4 updating their entries for parameter $A$.

3.5 Search propagation

Whenever node receives a search message, it performs a comparison between the parameters contained in the message and the entries in the parameter table. Based on the relationships explained in Section 3.4, the service discovery protocol enables to specify two types of searches:

- **Exact**: this search locates those parameters that are exactly of the type contained in the search. The parameters whose type is more general or more specific than the required type are ignored. For example, if the ontology defines that concept $A$ subsumes $B$ and a node starts the search of a parameter of type $A$ only services whose parameter are of type $A$ will match.

- **Generic**: in this case, the search locates parameters that have the same or a more specific type than the required one. Continuing with the previous example, the search process will locate services not only having the exact type $A$ but also others with a more specific type, for example $B$.

The discovery process is performed by propagating search messages through the ad hoc network. Each time a search message is received by a node it is compared with the type of the parameters provided by its local services. If a match occurs among the service parameters contained in the search message and any of the services offered by the node it is considered to have located a compatible service.

When a service is found, the node providing the service answers with a response message directed to the node that initiated the search. Propagation of search and response messages across the network originates the creation of communication paths. It is possible that there could exist multiple compatible services in different nodes, meaning that the searching node could receive more than one response.

The usage of I/O parameters does not allow completely differentiating two services. In our proposal, the searching node could receive responses from multiple services compatible with a single search. Only with the I/O parameter description it is not possible to infer the internal semantics of the service and,
therefore, what its real functionality is. However, if a node receives multiple compatible responses, it could apply further filtering using an extended description of the service (name, taxonomy, price, etc.) contained in the node response. This further filtering will could locally performed by the searching node or as a future extension of the proposed search mechanism. However, this paper focuses only on the usage on the I/O parameters of the service.

The inputs and outputs of the discovered service are sent to the node that initiated the search in order to communicate the exact type of the parameters of that service. It should be noted that the searches could contain parameters of a type more general than the one actually provided by the discovered services and, therefore, the exact located type is only known when the node starting the search receives, from the service provider, such information.

During the propagation of search messages, we apply a pruning method that aims to reduce the number of sent messages. Search messages are propagated from the node starting the search using broadcast messages. The pruning of search messages is intended to prevent the propagation of unnecessary messages on areas where it is known that there are not compatible services. By applying the pruning process, nodes only propagate a search message to their neighbours if the TTL associated with a parameter $p$ is equal or greater than the estimated distance in hops to that parameter, as reported by the parameter table of the node that is currently processing the message. The TTL for a parameter is decremented at each hop that performs the search message.

In the protocol, searches are maintained active in the network until they are explicitly cancelled. This means that they could locate currently existing compatible services or any other compatible service appearing in the future. Each time a node receives a search message the node stores it in a list of active searches.

When the network topology changes due to the appearance or disappearance of nodes, active searches are managed to suit the new state of the network.

If the node wants to stop a search process, it must notify this requirement by...
sending a special message that will perform the cancellation of the active search. 

*Cancel messages* contain which descriptions must be eliminated from an active search. This allows search messages to be cancelled completely or partially. It should be noted that an active search could group multiple descriptions of services that are propagated together through the network. Therefore, it is possible that the node that initiated the search could only want to cancel a part of the active search. This way, only specific service descriptions will be eliminated from the active search, while the rest of the search message may continue active in the network.

Cancellation messages are processed by the neighbour nodes and re-propagated by those nodes to their neighbours, until they do not produce any change in the node’s active searches after being processed.

Moreover, it is possible that nodes that initiated a search could disconnect from their neighbours, either because of their relative motion to other nodes or due to a possible fault in the communication link. When this event occurs, nodes that had received some searches from the disappeared neighbour proceed to completely cancel those searches and to send a notification to their neighbours containing the corresponding cancellation message.

Finally, in order to avoid the erroneous cancellation of searches that may still be correct due to the existence of alternative paths in the network, an active search is only removed if the cancellation message comes from the same neighbour that had previously disseminated the currently removed search. This check avoids to remove messages received from other alternative paths that could still be valid. However, if a node detects that the neighbour that propagated the message has disappeared, it will trigger the removal of the search received from the disappeared neighbour.

### 3.6 Message routing

Due to the nature of ad hoc networks, there is no prior knowledge of the communication paths existing among nodes. There is a need for a mechanism that allows nodes to discover routes communicating with other nodes [Mekikis et al. (2015)]. The proposed discovery protocol assumes that the communication among nodes is established with the goal of accessing the available services. Therefore, the discovery of communication paths is oriented to sending messages among the node initiating the service search and those nodes providing the located services.

Each network node maintains a *routing table* with information about the available communication paths. This table, which is updated as a result of processing the dissemination and search messages, contains an entry for each discovered path. The routing table $R_i$ of a node is defined as a function

$$R_i : D \rightarrow N_g; \quad D, \quad N_g \subseteq N$$

(5)
which relates the set of reachable destinations $D$ with all the neighbours $N_g$
through the message can perform the next hop to reach a particular destination. $V$ is a subset of $N$, representing the identifiers of all the nodes constituting the network. The routing table contains entries $E_e$

$$E_e = \{(ID_R, d, n) \mid d, n \in N\}$$

(6)

where $ID_R$ is the route’s unique identifier, $d$ is the destination node and $n$ is the next hop to reach the destination.

### 3.7 Communication messages

The proposed protocol enables to send two types of messages: **unicast** and **multicast**. Intermediate nodes must contain multicast tables in order to send messages following the correct path. When a node has received a message from a searching node, the propagation mechanism also creates a path to communicate with the sending node. However, the node starting a search cannot communicate with the nodes providing services until it receives a response message from them, which creates the inverse communication routes.

Communication messages are transmitted hop by hop only through the neighbours listed in the routing table of each node. Because all the neighbours of a node can receive any message, the multicast message contains, at each hop, the list of nodes that must accept it. Propagating neighbours are obtained from the current node’s routing table. In addition, during the reception of a message, neighbours that are not contained in the next-hop list will dismiss the message. The disappearance of a neighbour produces that some previously communication paths cannot be longer used. When a node detects that a neighbour has disappeared it removes, from its routing table, those entries that used the neighbour as the next hop to reach a remote node. After the removal of a route, the node sends to its neighbours a removed route message containing a list of identifiers with all the routes that are no longer valid.

### 4 Evaluation

The discovery protocol has been implemented using the **ns-2** network simulator. Simulation scenarios have been defined using the parameters showed in Table 1. According to [Kurkowski et al. (2007)], the size of simulation area, the maximum transmission distance and the number of nodes used in our simulations allow the scenario to have the following features: a) ANP (Average Network Partition) $\leq 5\%$, which measures the percentage of nodes in the network that, in average, are disconnected at any given time. Selecting a low partition value for the network guarantees that the protocol is tested in a scenario in which the
<table>
<thead>
<tr>
<th>Simulation parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>100</td>
</tr>
<tr>
<td>Simulation area</td>
<td>700 m x 700 m</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Random waypoint</td>
</tr>
<tr>
<td>Node speed</td>
<td>Uniform distribution [0, 5] m/s</td>
</tr>
<tr>
<td>Pause time</td>
<td>50, 100 s</td>
</tr>
<tr>
<td>Propagation model</td>
<td>2-Ray Ground</td>
</tr>
<tr>
<td>MAC protocol</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Transmission range</td>
<td>100 m</td>
</tr>
<tr>
<td>Transmission range</td>
<td>11 Mb/s</td>
</tr>
<tr>
<td>Max. UDP size</td>
<td>1500 bytes</td>
</tr>
<tr>
<td>Beacon period</td>
<td>2000 s</td>
</tr>
<tr>
<td>Max. dissemination distance $D_D$</td>
<td>10 hops</td>
</tr>
<tr>
<td>Search TTL</td>
<td>10 hops</td>
</tr>
<tr>
<td>Search frequency</td>
<td>0, 2 searches/s</td>
</tr>
<tr>
<td>Simultaneous searches</td>
<td>5 searches</td>
</tr>
</tbody>
</table>

Table 1: Parameters used for the simulation of the proposed discovery protocol

... network topology enables to locate almost all available services. b) ASP (Average Shortest Path) = 4.15 hops, representing the average shortest distance that exists between two network nodes. This configuration enables to test the proposed discovery protocol in a network where the routing feature is actually used.

As shown in Table 1, the maximum dissemination distance $D_D$ and the TTL for every search have been configure to a value of 10 hops. Considering that both values are much larger than the ASP for the used scenarios, this value makes possible to disseminate search messages covering the whole network, ensuring the possibility of locating almost all services existing in the network and, therefore, testing if the solution behaves appropriately.

In addition, during the experiments we have used a test ontology containing concepts that do not belong to any specific domain. We have only represented generalization and specialization relationship among different concepts. The types of those input and output parameters services used in the experiments are randomly assigned to a concept of the ontology and a variable number of hierarchy relationships among those parameters are also randomly created. This approach enables to test the proposed discovery protocol in a general case without the need of creating a set of services for a particular domain.

Finally, the simulations have been repeated 10 times for each experiment configuration, and then we have calculated the mean values for each configuration...
in order to show how the discovery protocol behaves in each scenario. We have selected this repetition number because, according to some previous tests, it produced a low variance for the results of each experiment.

4.1 Reduction in the number of dissemination messages

The goal of these experiments was to evaluate the reduction in the number of dissemination messages because of the existence of input/output parameter in the network, which are related according to an ontology. As proposed in this paper, the usage of relations between concepts, either equality or subsumption, enables to group the disseminated information. This grouping must have a direct impact on reducing the number of dissemination messages that are exchanged between nodes in the MANET network.

In the first experiment, we have used parameters, from different services, which are not related through any ontology relations. Therefore, the dissemination protocol will not be able to apply any grouping. Then, these results have been compared to another experiment in which we have distributed the same number of services but, in this case, they are constructed by selecting parameters that are related according to a randomly generated ontology. This way we can compare a dissemination protocol that does not take into account the relationships among parameters with the benefits that the use of semantic relationships introduces.

We have conducted a simulation in which a variable number of services (2 to 20) has been distributed randomly on different nodes in the ad hoc network. Each one of the distributed services has six input/output parameters. During the simulation, we have started different searches of services with parameters randomly selected from all the available ones. Each search is initiated and maintained active for 10 seconds until its cancellation. Five nodes are randomly selected to start their searches simultaneously. This process has been repeated every 5 seconds during a total of 100 seconds of the simulation.

Results of these experiments are shown in Figure 5. Each experiment has been repeated for two different pause times of the mobility of nodes (50 and 100 seconds). The figure shows that the number of messages is significantly lower when relationships are used according to an ontology, thanks to the parameter grouping proposed in this paper.

The figure demonstrates, therefore, that the categorization of the types of parameters not only has the advantage of allowing a greater expressiveness, since it allows a greater richness in searches, but it also reduces, by parameter grouping, the number of messages required to perform the dissemination. When there is no relationship among the disseminated parameters, the number of messages directly increases with the number of services and its parameters.
Figure 5: Effect in the number of update messages for the discovery of the first occurrence of a compatible service using a concept ontology.

Furthermore, in the same figure we show the average time needed to find an occurrence of a service reduces as the number of services in the network increases. As expected, this time decreases in the case that the number of services that are compatible with a given search increases. The reason is that the number of hierarchically related parameters is greater in each configuration of the experiment; the more compatible services are available the less time required to find a service among multiple compatible ones.

4.2 Search message pruning

The aim of this experiment was to show what effect has the pruning process when applied to the search messages. The experiment was performed by randomly selecting 30 nodes in the ad hoc network and deploying services with six input/output parameters each one.

The pruning process has been simulated by performing searches aimed at locating services whose parameters does not exist in the network. The percentage of these invalid searches has been increased to see how the application of the pruning rules affects several aspects of the protocol. The experiment was again evaluated for two different pause times of 50 and 100 seconds.

Figure 6 shows the average percentage of discovered services during each configuration. In the figure, invalid searches are expressed as a ratio between 0.0 and 1.0. As shown, the percentage of service discovery is not perfect due to the variations in the connectivity of the MANET. According to the characteristics of the scenario used in our simulation, there is always a 5% of nodes that can be disconnected at any time. Therefore, it is possible that either the node initiating the search or the node that provides the required services do not have routes to communicate between them. Furthermore, it is possible that the path between two nodes can be greater than the TTL used in the experiment. This means that some messages will not be able to reach all nodes with compatible services,
therefore, reducing number of located services. In addition, when the ratio of invalid services reaches 1.0, the percentage of discovered services decays to zero because there are no services compatible with the searches.

Figure 6 also shows the average time required by the service discovery protocol, considering not only the time to locate the service but also the time required to receive the response message from the node that provides the discovered service. As the figure shows, the time is reduced due to the decrease in the number of search messages as a result of the pruning process. Although the number of existing services in the network is the same in each case, the search messages are discarded more frequently when ratio of invalid searches is increased. Therefore, there is less congestion in the wireless medium of the ad hoc network, which translates into a lower probability of collision between messages. Meanwhile, the decreased number of message collisions results in fewer lost messages and reduces the need to perform retries to send the messages.

Furthermore, the graph shown in Figure 7 demonstrates the reduction in search time due to the decrease in the number of messages explained above. In
this figure, we represent the number of messages sent during the experiment and, as can be seen, this number gradually decreases as more non-existent parameters are searched, thanks to the application of pruning. Message pruning enables to discard certain messages because intermediate nodes have evidence that such messages will never reach compatible services.

Figure 7 also shows the overhead introduced by the dissemination and search messages in the process. This overhead, measured in average KB/s transmitted by each node, is obtained by calculating the total size of all messages related to the dissemination and search processes and dividing it by the number of nodes. The introduction of the pruning mechanism reduces the overhead due to message traffic by removing unnecessary searches.

Finally, the usage of the proposed discovery protocol introduces an overhead in the information provided by each node. The selection of a proactive mechanism for information dissemination makes nodes to propagate other messages in response to changes in the ad hoc network. This can be seen in Figure 7 when the ratio of invalid searches is equal to 1.0, which is equivalent to a situation when no searches are transmitted across the network. The figure shows that the dissemination process causes about a 75% of overhead. Approximately, each node transmits 0.6 KB/s in response to changes in the topology of the ad hoc network.

4.3 Other experiments

In this section, we provide more general experiments oriented to measure the characteristics of the proposed discovery protocol. In this case, we have used a network of 50 nodes as the basic configuration for scenarios, while all the other parameters are maintained as specified in Table 1.

Firstly, we tested how the variation in the number of nodes of the ad hoc network affects the discovery protocol. As can be seen in Figure 8, the number of directly sent messages increases with the number of nodes. Each new node added to the network participates into the dissemination process by increasing the number of Update Messages.

Moreover, as the simulation area remains constant for each of the experimental configurations, the greater number of devices produces an increase on the density of nodes in each simulation. Nodes tend to be closer meaning that a path between two pairs of nodes is more likely to occur. Therefore, the percentage of found services initially increases with the number of nodes. Thereafter, the value slightly decreases with the increase in density, because the possibility of disappearance of paths increments with the relative mobility between nodes and collisions between messages.

The right side of the Figure 8 also shows that the overload introduced by the discovery protocol decreases when the number of nodes increments. This
reduction is explained because the nodes are closer to each other, meaning that less paths exist between them and, therefore, a greater clustering of messages occurs during the parameter dissemination.

We have also experimented with the variation in the number of hops during dissemination and search of services. In Figure 9 the number of sent update messages rapidly increases with the dissemination distance. Due to the characteristics of the network, when the distance of dissemination increases to 5-7 hops there is no growth in the number of messages. In addition, it can even be observed a small reduction that is explained because that dissemination is able to completely cover the entire network and the messages are more frequently grouped, reducing the number of total sent messages. Furthermore, the percentage of localized services is directly increased, as expected, with the dissemination and search distance, until almost all available services are located.

On the other hand, Figure 10 shows the effect that the previous experiment has on the service discovery time. As can be seen, the discovery time increases
Figure 10: Effect of number the dissemination and search distance on the discovery time and the overload introduced by the discovery protocol

faster when the mobility of nodes is greater (50 s of pause time), because it is necessary to propagate a greater number of update and search messages through the network.

The propagation of a greater number of messages has, as shown by Figure 10, a direct impact on the overhead introduced by the protocol. As most the dissemination process causes most of the overhead, increasing the distance, causes a greater number of sent messages and, therefore, a higher amount of information to propagate between nodes. Selecting a suitable dissemination distance is an aspect that depends on the size of the expected ad hoc network. Therefore, when using small values, relative to the average size of the network, messages will only cover a small part of the topology, reducing the number of located services. On the other hand, a larger number in the dissemination and search radius can result in not applying the pruning processes and sending, as a result, a number of messages greater than those actually required to maximize the service discovery.

We performed a final experiment that involved the variation of the search frequency. Figure 11 shows that, as expected, the variation of the search frequency does not affect the number of update messages, as it only changes the number of search messages sent by the nodes. However, the second part of the figure shows that an increase of the search frequency reduces the number of found parameters, due to the increase in the number of messages required to be sent and processed by the nodes. This increment in the number of messages will result in a greater network congestion.

Finally, Figure 12 shows that the time needed to discover services slowly grows due to increment in search messages. This increment is explained because there is not any modification in the distribution of information disseminated in each case. The variation observed in the figure is caused by the larger number of messages sent in the network due to increased searches. Finally, this graph does not show an appreciable change in the protocol overload, as the information
5 Conclusions and future work

In this paper, we have proposed a protocol for the discovery of services in mobile ad hoc networks that is semantically enhanced with the usage of the types of the input/output parameters of the services. The protocol is based on the dissemination of information about parameters through the MANET network, using an ontology that categorizes the different types of parameters. The usage of the ontology has two main advantages: firstly, it enables to improve the service discovery process by introducing the possibility of performing accurate and more flexible search parameters; secondly, we have demonstrated that it reduces the number of messages sent during the dissemination process and the subsequent search. The reduction in the number of messages is achieved thanks to the grouping of parameters, according to their type and using the generalization and specification relationships that the ontology provides.
Furthermore, the usage of the disseminated type information enables the application of a pruning process to the search messages propagated in the ad hoc network. This process decides if search messages must continue to be propagated through the network, using the contents of the tables maintained by the nodes.

As future work, we will improve our solution to include a mechanism to enable the initial dissemination of the ontology used by the nodes. Currently, the shared ontology must be known a priori by all the nodes participating in the ad hoc network, which may complicate the process of node configuration. Furthermore, it can also be interesting to include a selection mechanism for those situations when multiple compatible services exist for the same search, allowing nodes to discriminate services using other aspects different to the parameter compatibility covered by this research.

Finally, we are also working on the generalization of the solution, which we think that could be applied not only for the dissemination and discovery of services, using their input/output parameters, but also for any resource provided in the MANET. We think that other aspects of the service description, whose information could be categorized according to some ontology, could be also benefit from the dissemination and search mechanisms proposed in this paper.
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