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Abstract: Billions of people everyday use Social Media (SM), such as Facebook and Twitter, to express their opinions and experiences with brands. Companies are highly interested in understanding such SM brand-related content. Consequently, many studies have been conducted and many applications have been developed to analyse this content. For analysis purposes, the main SM metrics used include volume and sentiment. Interestingly, however, brand equity theory proposes different metrics for assessing brand reputation. These include brand image, brand satisfaction and purchase intention (henceforth referred to as marketing metrics). The objective of this paper is to explore the feasibility of applying marketing metrics in Twitter brand-related content. For this purpose, we collect, study and analyse tweets that mention two brands, namely IKEA and Gatorade. The manual analysis suggests that a significant amount of brand tweets is related to brand image, brand satisfaction and purchase intention. We thereafter design an algorithm that classifies tweets into relevant categories to enable automatic marketing metrics computation. We implement the algorithm using statistical learning approaches and prove that its classification accuracy is good. We anticipate that this article will motivate other studies as well as applications’ designers in adopting marketing theories when evaluating brand reputation through SM content.  
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1 Introduction

Social Media (SM) are part of our everyday lives. Ample evidence are the 1.65 billion monthly active Facebook users [Facebook 2016] along with the 320 million monthly active Twitter users [Twitter 2015] that produce large amounts of online content (e.g. posts or reactions). A significant part of this content regards opinions and experiences of consumers with brands that refer to companies, products and services [Mangold and Faulds 2009, Bambauer-Sachse and Mangold 2011, Laroche et al. 2013].

The potential of this SM content is huge. During the last years, numerous studies exploited SM content to explain or even predict the behaviour of consumers towards a brand [Asur and Huberman 2010, Jansen et al. 2009, Moe and Trusov 2011]. These studies quantified consumer opinion by computing SM metrics through the analysis of SM content. The metrics that they usually employ are based on the volume of distinct SM content that refer to a brand and the sentiment expressed through them [Peters et al. 2013, Kalampokis et al., 2013].

However, the idea of quantifying consumer opinion is not new. On the contrary, it has been heavily studied by marketing theorists - far before the appearance of the SM trend - in the context of measuring customer-based brand equity. Customer-based brand equity occurs when consumers are aware of a brand and hold positive associations in their memory about it [Keller 1993, Esch 2006]. In this context, the opinion of consumers is quantified using marketing metrics such as brand image, brand satisfaction and purchase intention.

There is, hence, a gap between the metrics that traditional marketing theories use to quantify consumer opinion and the metrics that are currently computed using SM brand-related content. This gap hampers academia and businesses to fully understand and appreciate the role of SM in marketing [Mangold and Faulds 2009, Hanna et al. 2011, Hoffman and Fodor 2010].

The objective of this article is to explore the feasibility of bridging this gap and thus facilitate computing marketing metrics through the analysis of SM content. This will enable for the first time measuring customer-based brand equity by using SM content. The benefits of using SM content to measure customer-based brand equity include the ability to use huge amounts of input in a highly economic manner and obtain results in near real-time. To the best of our knowledge this is the first attempt in the literature towards this direction.

Our exploratory study capitalises on Twitter as it is one of the most popular SM services, its data are public by default, and the short nature of its messages (aka tweets) facilitate opinion extraction. We initially collect and study tweets that mention two brands, namely IKEA and Gatorade. We, thereafter, design an algorithm that classifies tweets into categories derived from brand equity theory, such as satisfaction and image. This classification enables computing marketing metrics, e.g. by counting the amount of tweets per category and calculating ratios...
such as the number of tweets in one category to the total number of tweets.

We anticipate that this article will motivate further research and practice in widely adopting marketing theories in the development of applications that monitor and manage brand reputation through SM content.

The rest of the paper is structured as follows. [Section 2] outlines the methodology adopted in this paper. [Section 3] presents a literature review on SM and marketing metrics. In [Section 4] we manually classify tweets based on brand equity theory. In [Section 5] we construct the classification algorithm which is then implemented into a statistical model in [Section 6]. We evaluate our classification algorithm in [Section 7] and [Section 8] discusses the results. Finally, [Section 9] concludes this research and provides future work suggestions.

2 Approach

The research work we present in this paper is exploratory [Bhattacherjee 2012] as we aim at analysing the feasibility of computing marketing metrics directly through SM content. In general, exploratory research is conducted for problems not clearly defined. It often occurs before we know enough to make conceptual distinctions or posit an explanatory relationship [Shields and Rangarajan 2013].

As exploratory, our approach draws upon the following steps:

**Step 1** Identification and definition of SM and marketing metrics for the quantification of brand-related consumer opinion. For this purpose, we conduct a literature review in the two areas. This step results in the selection of three marketing metrics for further investigation, namely brand satisfaction, brand image and purchase intention.

**Step 2** Manual classification of tweets based on brand equity theory. For this purpose, we initially collect tweets concerning two well-known brands from the domains of retail and beverages, namely IKEA and Gatorade respectively. We compute SM metrics, such as volume and sentiment. In order to compute volume we just count the number of tweets. In order to compute sentiment, we study the text of each tweet and classify it into one of the following sentiment categories:

- Positive. This category includes tweets showing positive feelings about a brand. These tweets are used to compute positive sentiment.
- Negative. This category includes tweets showing negative feelings about a brand. These tweets are used to compute negative sentiment.
- Neutral. This category includes tweets that do not show feelings about a brand.

In order to compute marketing metrics we use a similar method with the one used for computing sentiment. Indeed, we study the text of each tweet and classify it into one of the following categories:
– Satisfaction. This category includes tweets showing satisfaction or dissatisfaction about a brand. The tweets of this category are used to compute brand satisfaction metric.
– Image. This category includes tweets showing (positive or negative) perception of a brand. These tweets are used to compute brand image metric.
– Intention. This category includes tweets showing intention to purchase a brand. These tweets are used to compute purchase intention metric.
– None. This category includes the rest of the tweets that refer to a brand but do not belong to any of the three other categories.

In this paper we refer to the above-mentioned categories as Brand Equity Theory (BET) categories, as they facilitate the computation of metrics proposed in brand equity theory.

The manual classification of tweets in sentiment and BET categories is performed by two authors of the paper. In case of disagreement, the tweet is classified in the None category. The manual analysis suggests that a significant amount of tweets is related to brand image, brand satisfaction and purchase intention.

Step 3 Design of an algorithm for the classification of tweets based on brand equity theory. The algorithm enables the automatic classification of tweets in BET categories hence alleviates the significant burden of manual classification.

Step 4 Implementation of the classification algorithm. In this step, we develop a statistical model that implements the classification algorithm of the previous step. Particularly, we employ a supervised machine learning text classifier in each of the decision nodes of the algorithm. We validate the statistical model by computing average recall and accuracy using 10-fold cross validation.

Step 5 Evaluation of the classification algorithm against a baseline model. Our baseline model is actually the text classifier alone that categorises tweets into BET categories in one only step, i.e. without following the decision nodes of our algorithm. We validate the baseline statistical model by computing average recall and accuracy using 10-fold cross validation. We, finally, compare average accuracy and recall of our model with the baseline model.

3 Quantifying the opinion of consumers: A literature review

3.1 Quantifying the opinion of consumers using Social Media metrics

Scientific studies employ the volume and sentiment of brand-related posts as metrics for the quantification of consumer opinion. The metrics are used, for example, to understand the effect of SM consumer opinion on a company’s economic outcomes [Ghose and Ipeirotis 2011] and decision making [Chamlertwat et al. 2012, Smith et al. 2012, Abrahams et al. 2012, Salas-Zarate et al. 2014], to examine its influence on consumers attitude [Mostafa 2013], to investigate
the word-of-mouth effect on microblogging [Jansen et al. 2009], to predict the attention of brand-related posts [Lakkaraju and Ajmera 2011], to predict the behaviour of financial markets [Salas-Zárate et al. 2016] and to forecast box-office revenues [Asur and Huberman 2010, Liu et al. 2010, Habernal et al. 2013].

The estimation of volume from brand-related posts is a straightforward process. For example, relevant methods include the counting of the number of relative reviews (e.g. [Ghose and Ipeirotis 2011, Liu et al. 2010]) or tweets (e.g. [Chamlertwat et al. 2012, Jansen et al. 2009, Mostafa 2013, Habernal et al. 2013, Asur and Huberman 2010]) regarding a brand or product.

On the other hand, sentiment analysis (or opinion mining) usually requires additional effort. In the simplest case opinion is expressed through rating of products and sentiment is expressed by computing the average rating (e.g. [Ghose and Ipeirotis 2011]). In the case however of textual content sentiment is computed using Natural Language Processing (NLP) methods. The most common NLP approaches are lexicon-based and machine learning, with the latter however inducing more accurate results in SM than the former [Bermingham and Smeaton 2010, Kalampokis et al., 2013]. Lexicon-based approach uses a lexicon with, usually, domain-dependant sentiment terms in order to evaluate text as positive or negative [Turney 2002]. Relevant scientific studies (e.g. [Liu et al. 2010, Chamlertwat et al. 2012, Lakkaraju and Ajmera 2011, Abrahams et al. 2012]) use lexicon-based classifiers such as SentiWordNet [Esuli 2006, Peñalver-Martinez et al. 2014] and OpinionFinder [Wilson et al., 2005] or employ a manually/semi-automatically generated sentiment lexicon (e.g. [Turney 2002, Mostafa 2013]). Machine learning approaches utilise textual features coupled with statistical algorithms to perform text classification [Pang et al. 2002]. Researchers here utilise semantic features by incorporating sentiment lexicon terms (e.g. [Ghiassi et al. 2013]), syntactic measures including n-grams and part of speech (POS) tags (e.g. [Go et al. 2009, Asur and Huberman 2010, Ghiassi et al. 2013, Habernal et al. 2013]), features that capture expressions of writing style and micro-blogging features such as emoticons (e.g. [Ghiassi et al. 2013, Habernal et al. 2013]). Relevant studies also uses machine learning algorithms including naive bayes (e.g. [Go et al. 2009]), support-vector machines (e.g. [Go et al. 2009, Ghiassi et al. 2013, Habernal et al. 2013]), dynamic language model (e.g. [Asur and Huberman 2010]), maximum entropy (e.g. [Go et al. 2009, Habernal et al. 2013]) and neural networks (e.g. [Ghiassi et al. 2013]).

3.2 Quantifying the opinion of consumers using marketing metrics

Brand equity is the marketing term to delineate the impact of a well-known brand name on companies and products and is able to grow up an enduring relationship between brands and consumers [Keller 1993]. The quantification of brand equity has been examined from three perspectives: financial brand equity,
customer-based brand equity and a combination of the two previous perspectives [Kotler and Keller 2006]. The first perspective treats brand equity from the side of the company whilst the second one from the side of the customer. Combined brand equity is an integration of the other two perspectives. In this paper, we focus on the customer-based perspective of brand equity. For simplicity, we refer onwards to customer-based brand equity with the term brand equity.

Keller defines brand equity as the "differential effect of brand knowledge on consumer response to the marketing of the brand" [Keller 1993, p. 51]. In this definition, brand knowledge refers to the existing links of the consumers (e.g. perceptions, feelings and images) to a brand [Keller 2009], while consumer response is actually the purchase of a brand or the intention of a consumer to purchase a brand. Positive (or negative) brand equity occurs when consumers hold strong (or weak) and positive (or negative) associations with a brand. The quantification of brand equity is the subject of several conceptual models (e.g. [Aaker 1991, Keller 1993, Agarwal and Rao 1996, Kapferer 1994, Krishnan 1996, Maio Mackay 2001]). In our study, we follow Keller’s knowledge-based model [Keller 1993]. This emphasises that brand equity can be quantified by measuring brand knowledge, i.e. brand awareness and brand image.

Brand awareness refers to the strength that a brand has in the memory of consumers and is reflected by the ability of the consumer to identify a brand under different conditions [Rossiter and Percy 1987, Keller 1993], i.e. how easy is for the consumers to recognise and recall a brand. Relative scientific studies employ and measure consumers brand awareness to examine its influence on brand equity [Atilgan et al. 2005, Bauer et al. 2005], on consumers selection of a brand [Hoyer and Brown 1990] and on the financial performance of companies [Kim et al. 2003], to investigate consumers behavioural intention towards a brand [Oh 2000] and to analyse its influence by SM activities [Hutter et al. 2013] and by external factors such as the country of origin of a brand [Pappu et al. 2006] or data relative to the family of the consumers [Bravo et al. 2007].

Brand image is described as the "perceptions about a brand as reflected by the brand associations held in consumer memory" [Keller 1993, p. 3]. Brand image is also defined as the thoughts and feelings that consumers hold about a brand [Roy and Banerjee 2008] and often used as liking of the brand [Lau and Lee 1999] or as the attitude of the consumers towards the brand [Liu et al. 2010, Ahmed et al. 2002, Oliver 1980]. Relative studies examine the dimensions of brand image (e.g. [Belén del Río et al. 2001]), its impact on the satisfaction of consumers [Dennis et al. 2007], on the loyalty of consumers [Tu et al. 2012, Creatu and Brodie 2007], on the intention of consumers to purchase a brand [Yu et al. 2013] and on the financial performance of a company (e.g. [Kim et al. 2003]).

While Keller’s model focuses on brand knowledge perspectives of brand equity, a more recent research [Esch 2006] demonstrates that brand knowledge
Figure 1: Esch et al.’s [Esch 2006] model for Brand Equity

stand-alone is insufficient for building brand equity. More specifically, [Esch 2006] outlines that brand knowledge is actually affecting consumer response via brand relationship dimensions. Brand relationship argues that consumers build relationships with brands in the same manner they build relationships with each other. Brand relationship metrics include brand satisfaction, brand trust and brand attachment. Esch et al.’s proposed model is illustrated in Figure 1.


At the same time, brand trust regards the outcome of the communal relationship with the brand [Esch 2006] and is defined as the security feeling of consumers that a brand will be in line with its promises and consumption expectations [Delgado-Ballester and Luis Munuera-Alemán 2001]. Literature also perceives brand trust as guarantee of quality [Belén del Río et al. 2001] or as the risk perceived by consumers [Kwun and Oh 2004]. Researchers employ brand trust to provide empirical evidence about its impact on the loyalty of consumers to a brand [Sahin et al. 2011, Lau and Lee 1999, Delgado-Ballester and Luis Munuera-Alemán 2001] and on repurchase intentions [Zboja and Voorhees 2006, Hongyoun Hahn et al. 2009].

Brand attachment is the emotional bond between brands and consumers [Park et al. 2006]. In order to measure brand attachment the intensity of the
emotional attachment of consumers to the brand should be measured [Thomson et al. 2005]. Brand attachment is employed by empirical studies to investigate its relationship with the quality of service of a brand [Thach and Olsen 2006], the loyalty of consumers to a brand [Patwardhan and Balasubramanian 2011] and the actual and ideal self-congruence of consumers [Malär et al. 2011].

Finally, current and future purchase refers to the current and future behaviour of the consumer regarding the purchase of the brand. Empirical studies usually mention these metrics as purchase intention (either current or future) or behavioural intention (e.g. [Kwun and Oh 2004]). Purchase intention has been used by researchers in order, for example, to examine its influence by brand image [Yu et al. 2013], by brand trust [Zboja and Voorhees 2006], by the satisfaction of consumers [Oliver 1980, Cronin Jr and Taylor 1992], by the store, name, brand name and product price [Grewal et al. 1998], by the country of origin of the brand or service [Ahmed et al. 2002], or by the brand, product price, and risk [Kwun and Oh 2004]. In addition, literature has also investigated how purchase intention is influenced by SM activities [Hutter et al. 2013].

In this article, we focus on three marketing metrics, namely brand image, brand satisfaction and purchase intention. There are three reasons behind this selection: (a) we want to include one metric from each of the components of Esch et al.’s model (i.e. brand knowledge, brand relationship and behavioural outcomes), (b) we want metrics that are not directly related in the same model and (c) we want metrics that, in our understanding, will be easily computed from tweets. For example, a tweet is more likely to be related to one of the selected metrics that to brand trust.

4 A manual classification of tweets based on brand equity theory

In this section we present our work on manually classifying tweets in BET and sentiment categories in order to compute marketing metrics and SM metrics respectively. The work starts by classifying tweets in BET categories. Thereafter, we measure brand satisfaction, brand image and purchase intention by computing the ratio of the number of tweets that fall into the relative BET category to the total number of tweets. Moreover, after classifying tweets in sentiment categories, we measure positive, negative and neutral sentiment by counting the ratio of the number of tweets that fall into Positive, Negative and Neutral categories respectively to the total number of tweets.

Towards this end, we collect a corpus of 12122 tweets using the Twitter’s REST API[1] and the keywords “IKEA” and “Gatorade”. We ignore non-English tweets, retweets, spam tweets and advertisements and we preprocess tweets to:

[1] https://dev.twitter.com/rest/public
The preprocessing of tweets results in our gold standard dataset comprising 4173 tweets, that is 34.44% of the initial dataset. The manually annotated gold standard dataset can be found online.\textsuperscript{[2]}

The results of the manual classification are shown in Figure 2. More than half of the tweets (56.3% of our gold standard) are classified in one of the Satisfaction, Image and Intention categories while the rest (43.7%) of tweets are classified in the None category. This suggests that there is a significant number of tweets that refer to brand satisfaction, brand image and purchase intention. Moreover, we isolate each brand’s tweets to examine whether the brand affects the relative number of tweets that fall into one of the BET categories. Figure 2 shows that there is a small difference between the percentage of each BET category in the two brands. In particular, the relative ratios of all BET categories are 1-3\% increased in Gatorade tweets compared to IKEA tweets. Moreover, the relative ratios of the BET categories of the two brands have on average $\pm1.5\%$ difference vis-à-vis the relative categories of total tweets (Figure 2). Hence, according to the data we examine, we do not find evidence that the brand significantly affects marketing metrics computed from tweets.

To measure the volume of the tweets we count the number of tweets that mention a brand. We result with 1786 tweets for IKEA and 2387 tweets for Gatorade.

Figure 3 shows the occurrence of positive, negative and neutral sentiment in tweets. In the total amount of tweets, the positive ones (52.94\%) significantly outnumber the negative ones (7.57\%). There is also a noticeable presence of neutral tweets (39.49\%). Moreover, the ratio of neutral Gatorade tweets is lower

\textsuperscript{[2]} http://195.251.218.39:8181/tweets/classified_tweets.csv
than the neutral IKEA and total tweets while the ratio of IKEA positive tweets is lower than the positive Gatorade and total tweets.

In addition, we concurrently compute marketing metrics and sentiment in tweets. As illustrated in Figure 4, tweets showing brand image and brand satisfaction are mostly positive with percentages 82.22% and 74.36% respectively. Moreover, all purchase intention tweets imply positive sentiment. Figures 5 and 6 show the relationship between each of the marketing metrics and the sentiment ratio computed from each brand’s tweets. The charts show insignificant differences in the percentages when compared both with each other as well as with the chart in Figure 4.

5 An algorithm for classifying tweets based on brand equity theory

In this section, we design an algorithm that enables the automatic classification of tweets in the BET categories.
The manual classification of the previous section and the definitions of marketing metrics presented in [Section 3.2], lead us to the following observations:

1. A tweet that refers to a brand has a subject. The subject may actually be the author of the tweet or the person (or thing) that the tweet states that is related to the brand. For example, the subject in the tweet “I love Gatorade” is the author of the tweet, while the subject in the tweet “My dad loves Gatorade” is “dad”. Nevertheless, some tweets do not have a specific subject such as the tweet “Calling Gatorade by the colour not the flavour”. We consider “Someone” as the subject of these tweets. The classification of a tweet in BET categories is directly related to the relationship between the subject and the brand as it is expressed in the tweet.

2. A tweet that expresses satisfaction shows that the brand has been recently consumed/used or is being consumed/used at the time of its posting. For instance, consuming Gatorade actually implies buying or drinking Gatorade while consuming IKEA implies visiting IKEA to buy something, buying an object from IKEA or eating a meal at IKEA. Once this consuming criterion is satisfied, a tweet can be classified in the Satisfaction category only if the subject was satisfied (or dissatisfied) with his/her consuming experience regarding the brand. In the sixth example of Table 1 the subject is the author of the tweet. If there was not the phrase “@IKEA” we could not for sure conclude that the author has recently visited or is now at IKEA. However, the parenthesis satisfies the consumption criterion for this tweet, showing that the author is now at IKEA which he/she considers as his/her worst nightmare. We should, thus, classify this tweet in the Satisfaction category. Hence, tweets are related to brand satisfaction when they state that the
subject has consumed a product or service related to a brand.

3. Brand image in tweets shows the general stance of the subject about the brand, a stance that has been formed over time. Being also in line with the definition of brand image in brand equity theory, tweets are classified in the Image category when they show how the subject perceives and feels about the brand over time. The perception of the brand could imply positive (e.g. “I love going to IKEA”) or negative (e.g. “I hate going to IKEA”) feelings of the subject about the brand (the sentiment of the tweet). The tweets expressing brand image do not always denote consumption or use of the brand. These tweets may also compare a specific brand with other relative brands (e.g. “Gatorade is better than Powerade”) or express a subject’s suggestion of the brand to someone else (e.g. “You should drink Gatorade every morning”). The latest claim is derived by the logical claim that if someone suggests a brand, he/she has a positive perception of it. Hence, brand image in tweets does not conclusively suggest that the subject has consumed or intents to consume a product or service related to a brand. Instead, it shows that the subject has a general stance towards the brand over time or compares the brand with other brands or suggests the brand to others.

4. Purchase intention is related to tweets that clearly state that the subject intends to consume or use the brand in the near future.

5. Some tweets are not related to marketing metrics. An example is the tweet “I go to ikea just to people watch.”.

Table 1 shows examples of tweets, their subject, whether they imply consumption and their BET category.

Based on the manual classification of tweets and the derived observations, we design the classification algorithm. The pseudocode for the algorithm is presented in Figure 7. Figure 8 also shows the algorithm as a decision tree with the ”if conditions” presented as questions. According to the algorithm, in order to classify a tweet into one of the BET categories, one should initially check if the text of the tweet implies consumption of the brand. In case it does, if the text expresses satisfaction or dissatisfaction about the brand the tweet is classified in the Satisfaction category, otherwise in the None category. If the tweet does not imply consumption and expresses intention to buy it is classified in the Intention category. Otherwise, if the tweet implies brand image it is classified in the Image category. Otherwise the tweet is classified in the None category.

6 Implementation of the algorithm

In this section we present the statistical model that implements the algorithm of the previous step. The model automatically classifies a tweet into one of the BET
Table 1: Examples of manually classified tweets into marketing metrics

categories. Towards this end, we train our model using the manually annotated
gold standard dataset.

In particular, we employ the Lingpipe DynamicLMClassifier which is based
on a character-based N-gram language model. We use two parameters to con-
struct the classifier: the categories of the classification and a language model.
The categories of the classification are the classes that the classifier is trained
to predict and are described below. The language model we use is a character
n-gram model with N = 9. We also use 10-fold cross validation as it is suitable
for limited size datasets. This means that our gold standard dataset is initially
divided into 10 roughly equal parts (aka folds). In each of the 10 rounds of the
cross validation, each fold in turn was used as validation data and the rest 9
folds as training data. We train the classifier to predict three of the BET cate-
gories: Satisfaction, Image, and Intention. We exclude tweets classified in None
category from our gold standard.

Being in line with our classification algorithm, our model performs two stages
of classification, one for each decision node of the algorithm. Hence:

— the first stage classifies tweets based on whether their text expresses con-
sumption of the brand or not (first decision node). As we exclude tweets
classified in None category, tweets showing consumption are actually tweets
that should be classified in the Satisfaction category.
the second stage classifies tweets classified from the first stage as not denoting consumption based on whether they indicate intention to buy/use the brand (second decision node). As we exclude tweets classified in None category from the classification, tweets classified as not expressing intention are actually tweets that should be classified in Image category.

In order to validate the statistical model, we calculate accuracy and average recall. Because we use cross validation, the value of each measure derives from
<table>
<thead>
<tr>
<th>#Fold</th>
<th>Total Accuracy</th>
<th>Confidence 95%</th>
<th>Avg Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.79</td>
<td>±0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>0.83</td>
<td>±0.06</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.82</td>
<td>±0.06</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>±0.06</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0.8</td>
<td>±0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>0.77</td>
<td>±0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>0.79</td>
<td>±0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0.81</td>
<td>±0.06</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>0.74</td>
<td>±0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>±0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>Avg</td>
<td>0.798</td>
<td></td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2: 1st Stage: Accuracy and average recall for each fold

the average values of each of the 10-folds. For example, accuracy is the average of each fold’s estimated accuracy. In particular, accuracy is defined as:

\[
\text{Accuracy} = \frac{\text{TotalCorrectClassifications}}{\text{TotalNumberofClassifications}} \quad (1)
\]

Recall measures the true positive rate for a class and is defined as:

\[
\text{Recall}_A = \frac{tp_A}{tp_A + fn_A}, \quad (2)
\]

where \( tp_A \) is the number of true positive predictions for class A and \( fn_A \) is the number of false negative predictions for class A. Average recall is calculated as the average recall per class. Average recall, hence, is defined as:

\[
\text{AvgRecall}_A = \frac{\sum_i \text{Recall}_i}{\text{TotalNumberofClasses}} \quad (3)
\]

Table 2 describes the values of accuracy and recall for each fold of the first stage of the classification along with the 95% confidence intervals for accuracy. We can see from the Table that the average accuracy of the first stage is 79.8% while the average recall is 50%.

In terms of the second stage we also train the same text classifier to predict Intention and Image as categories in “no consumption” tweets. At this stage, hence, the training as well as the testing data consist only of tweets that do not state consumption of the brand. As we omit None tweets, according to the algorithm, “no consumption” tweets express either purchase intention or brand image. As we can see in Table 3, the total average accuracy of the second stage is 70.7% while the average recall is 70.4%.
Table 3: 2nd Stage: Accuracy and average recall for each fold

<table>
<thead>
<tr>
<th>#Fold</th>
<th>Total Accuracy</th>
<th>Confidence 95%</th>
<th>Avg Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.68</td>
<td>±0.09</td>
<td>0.68</td>
</tr>
<tr>
<td>1</td>
<td>0.74</td>
<td>±0.08</td>
<td>0.74</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>±0.08</td>
<td>0.7</td>
</tr>
<tr>
<td>3</td>
<td>0.73</td>
<td>±0.08</td>
<td>0.72</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>±0.08</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>0.7</td>
<td>±0.08</td>
<td>0.69</td>
</tr>
<tr>
<td>6</td>
<td>0.69</td>
<td>±0.09</td>
<td>0.69</td>
</tr>
<tr>
<td>7</td>
<td>0.72</td>
<td>±0.08</td>
<td>0.72</td>
</tr>
<tr>
<td>8</td>
<td>0.69</td>
<td>±0.09</td>
<td>0.69</td>
</tr>
<tr>
<td>9</td>
<td>0.72</td>
<td>±0.08</td>
<td>0.71</td>
</tr>
<tr>
<td>Avg</td>
<td>0.707</td>
<td></td>
<td>0.704</td>
</tr>
</tbody>
</table>

As we deal with two independent classifications, the final accuracy of the classifications can be calculated as their average accuracy i.e. 75.25% and the final recall as their average recall i.e. 60.2%.

Moreover, Table 4 presents average recall but this time for each BET category. We observe that 69.3% of the tweets that show intention to purchase are correctly classified in the Intention category. In addition, 71.6% of the tweets that show image are correctly classified in the Image category and 49.76% of the tweets that show satisfaction are correctly classified in the Satisfaction category.

<table>
<thead>
<tr>
<th></th>
<th>Intention</th>
<th>Image</th>
<th>Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Recall</td>
<td>0.693</td>
<td>0.716</td>
<td>0.4976</td>
</tr>
</tbody>
</table>

Table 4: Average recall in BET categories

7 Evaluation of the algorithm

We evaluate our algorithm against a text classifier. We perform the classification of the previous step again, but this time we use the text classifier one single time in order to classify tweets into the BET categories at once.

Towards this end, we construct a baseline model using only the text classifier, without the classification algorithm. We use again the Lingpipe’s DynamicLM-Classifier text classifier. The classifier is trained using again the gold standard. This time we train the classifier to predict in one step the three categories:
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<table>
<thead>
<tr>
<th>#Fold</th>
<th>Total Accuracy</th>
<th>Confidence 99%</th>
<th>Avg Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.56</td>
<td>±0.08</td>
<td>0.53</td>
</tr>
<tr>
<td>1</td>
<td>0.64</td>
<td>±0.08</td>
<td>0.59</td>
</tr>
<tr>
<td>2</td>
<td>0.54</td>
<td>±0.08</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.57</td>
<td>±0.08</td>
<td>0.54</td>
</tr>
<tr>
<td>4</td>
<td>0.64</td>
<td>±0.08</td>
<td>0.59</td>
</tr>
<tr>
<td>5</td>
<td>0.62</td>
<td>±0.08</td>
<td>0.55</td>
</tr>
<tr>
<td>6</td>
<td>0.57</td>
<td>±0.08</td>
<td>0.53</td>
</tr>
<tr>
<td>7</td>
<td>0.57</td>
<td>±0.08</td>
<td>0.52</td>
</tr>
<tr>
<td>8</td>
<td>0.58</td>
<td>±0.08</td>
<td>0.54</td>
</tr>
<tr>
<td>9</td>
<td>0.52</td>
<td>±0.08</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>Avg</strong></td>
<td><strong>0.581</strong></td>
<td></td>
<td><strong>0.538</strong></td>
</tr>
</tbody>
</table>

Table 5: Baseline of the evaluation: Performance measures for each fold

<table>
<thead>
<tr>
<th>Intention</th>
<th>Image</th>
<th>Satisfaction</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Recall</td>
<td>0.648</td>
<td>0.66</td>
<td>0.2994</td>
</tr>
</tbody>
</table>

Table 6: Baseline model - Average recall in BET categories

Satisfaction, Intention and Image. We again exclude tweets classified in None category from our gold standard.

The baseline model is validated by computing average recall and average accuracy using 10-fold cross validation. The computed values for each fold are shown in Table 5. The classification ends up with an average accuracy of 58.1% and an average recall 53.8%.

Table 6 also presents average recall, this time for each BET category of the baseline model. We can see that 64.8% of the tweets that show intention to purchase are correctly classified in the Intention category. Moreover, 66% of the tweets that show image are correctly classified in the Image category and 29.94% of the tweets that show satisfaction are correctly classified in the Satisfaction category.

We then compare average accuracy and recall of our model that implements the algorithm with the ones of the baseline model (Table 7). The comparison shows that our algorithm improves the accuracy of classification by 75.25 - 58.1 = 17.15 units and average recall by 60.2 - 53.8 = 6.4 units.

Moreover, we compare the recall of each BET category calculated from our model with the corresponding recalls of the baseline model’s BET categories. As we can see in Table 8 our algorithm improves the recall of Intention category by 69.3 - 64.8 = 4.5 units, the recall of Image category by 71.6 - 66 = 5.6 units and
the recall of Satisfaction category by 49.76 - 29.94 = 19.82 units.

<table>
<thead>
<tr>
<th></th>
<th>Algorithm-based model</th>
<th>Baseline model (text only)</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg Accuracy</td>
<td>75.25%</td>
<td>58.1%</td>
<td>17.15</td>
</tr>
<tr>
<td>Avg Recall</td>
<td>60.2%</td>
<td>53.8%</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 7: Comparison of accuracy and average recall of the algorithm-based model with the baseline model

<table>
<thead>
<tr>
<th></th>
<th>Algorithm-based model</th>
<th>Baseline model (text only)</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention</td>
<td>69.3%</td>
<td>64.8%</td>
<td>4.5</td>
</tr>
<tr>
<td>Image</td>
<td>71.6%</td>
<td>66%</td>
<td>5.6</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>49.76%</td>
<td>29.94%</td>
<td>19.82</td>
</tr>
</tbody>
</table>

Table 8: Comparison of average recall (BET categories) of the algorithm-based model with the baseline model

8 Discussion

In this section, we discuss the approach along with the results of our study aiming at exploring the use of brand equity theory for enabling understanding the opinion of consumers in SM.

The second step of our approach requires the manual classification of a large number of tweets. Similar works in literature (e.g. [Asur and Huberman 2010]) usually crowdsource manual classification to the Amazon Mechanical Turk. However, Amazon Mechanical Turk services are not supported out of the USA. As a result, we employed 300 university students to perform the classification. However, as we did not obtain high quality results from the students’ effort, we had to perform the manual classification of the tweets by ourselves. The lessons learned from the manual classification of tweets is that classifying tweets into BET categories is not as easy and straightforward as classifying them in positive and negative sentiment. As a result, we believe that only domain experts can induce the desired quality of results in the classification. This is a significant problem that needs to be addressed in the future. Moreover, another problem we have to address is the limited number of tweets. In this work, we overcome this issue using 10-fold cross validation.

Moreover, we suppose that each tweet is classified exclusively only in one BET category. However, in reality this is not always accurate. As an example, consider
the following tweet: “I had a fantastic day at IKEA today. I’m visiting again tomorrow”. This tweet could be classified in both Satisfaction and Intention categories, as it shows that the subject (a) is satisfied with his visit to IKEA (i.e. he visited IKEA and is now satisfied) and, at the same time, (b) intends to visit IKEA tomorrow. In our study we ignore these tweets to simplify the implementation of the algorithm.

Literature uses different SM metrics to quantify the opinion of consumers. SM metrics are computed from the analysis of SM content and can be differently measured depending on the context and type of SM used. For example, in relevant studies volume is measured with the number of blog posts [Chen et al. 2011], the number of product ratings [Moe and Trusov 2011], the number of Facebook likes [De Vries et al. 2012], the number of threads [Netzer et al. 2012] or the difference in number of reviews [Tirunillai and Tellins 2012]. In the same way, sentiment has been measured in literature with the average rating or the (positive or negative) valence of the product reviews in order to estimate the sales of a product [Adjei et al. 2010, Godes and Silva 2012]. Moreover, sentiment has also been measured with the bullishness index to forecast stock price from micro blog posts [Oh and Sheng 2011]. The bullishness index is calculated as the ratio of total bullish (positive) postings to the total bearish (negative) postings.

From the above it follows that, although different studies measure sentiment in various ways, at last they all classify SM content in the same two categories of sentiment i.e. positive and negative. One of the major contributions of our research is that we go one step further and introduce three categories derived from brand equity theory, i.e. brand satisfaction, brand image and purchase intention. According to our understanding, these are subcategories of sentiment. In this context, brand satisfaction expresses the positive or negative feelings of someone that has consumed a product or service related to a brand, brand image the positive or negative stance of someone towards a brand over time while purchase intention the positive only feeling of someone that aims to consume or use the brand in the near future.

Our manual classification of tweets suggests that a significant amount of tweets is related to brand image, brand satisfaction and purchase intention. This classification of SM content allows the computation of the actual marketing metrics. In this work we measure marketing metrics by computing the ratio of the number of tweets that fall into the relative BET category to the total number of tweets. For example, we count the number of tweets classified in Satisfaction category and we compute the ratio of this number to the total amount of tweets that mention the brand. However, a number of alternative ways of computing marketing metrics can be used. For example we can also measure brand satisfaction by computing the ratio of the number of tweets in the Satisfaction category to the sum of all categories’ tweets except None. In
addition, we can count the number of tweets that express satisfaction in different time periods so as to observe how brand satisfaction changes over time, how it changes in relation to other marketing metrics or how it changes in relation to the stages of the life cycle of a product.

The simplest approach to explore whether marketing metrics can be automatically and accurately computed from SM content would be to use a text classifier and create a model that classifies tweets at once into Satisfaction, Image and Intention categories. The implementation of this approach induces an average accuracy of 58.1%, which is close to chance-level accuracy. The implementation, however, of our algorithm improves the accuracy of the classification to 75.25%. This suggests that our classifier enables computing marketing metrics from SM content. This is a significant contribution of this paper as it gives a first sign that the opinion of consumers can be automatically computed out of SM content, at least in the case of tweets.

We believe our work is important for both academia and businesses. Specifically, our findings contribute to academia that investigates the exploitation of SM content towards strengthening the relationship between consumers and companies. Moreover, our research can be used by businesses to design and develop a new era of relative algorithms and software applications that will compute marketing metrics to understand the opinion of consumers in SM and monitor and manage brand reputation.

9 Conclusion

The potential of understanding the opinion of consumers expressed in SM about brands, products and services is huge. To this end, a number of studies in the scientific literature quantify the opinion of consumers by computing SM related metrics such as the volume and sentiment of SM content. At the same time, brand equity theory quantifies the opinion of consumers using marketing metrics such as brand image, consumer satisfaction and purchase intention.

In this article we explore the feasibility of bridging the gap between SM and marketing metrics through the direct analysis of SM content. To this end, we study the text of 4173 tweets that refer to two brands of the retail and beverages domains (namely IKEA and Gatorade) and manually classify them in BET and sentiment categories. We also design an algorithm for the classification of tweets into BET categories to enable the computation of marketing metrics. We then create a statistical model that implements the algorithm using a machine learning text classifier. We evaluate the algorithm against a baseline which is a simple text classifier.

Our work revealed the following results:

- A significant amount of tweets is related to brand image, brand satisfaction
and purchase intention. Particularly, 68.61% of tweets is classified to one of the BET categories. Moreover, tweets mostly denote brand image (28.42%), then purchase intention (26.41%) and finally customer satisfaction (13.78%). We also found that 60.51% of tweets express sentiment. Interestingly, most of the tweets (52.95%) show positive sentiment, which agrees with the previous work of [Jansen et al. 2009].

Regarding the content of tweets, we observe that: (i) tweets have a subject, (ii) tweets are related to brand satisfaction when they state that subject has consumed a product or service related to a brand, (iii) purchase intention is related to tweets that clearly state that the subject intends to consume or use the brand in the near future, and (iv) brand image in tweets does not conclusively show that the subject has consumed or intents to consume a product or service related to a brand; however, it shows that the subject has a general stance towards the brand over time or compares the brand with other brands or suggests the brand.

Marketing metrics can be accurately and automatically computed from tweets using statistical learning approaches. Particularly, we show that the implementation of our classification algorithm outperformed the accuracy of a simple text classifier.

In the future we envision to enhance the work done in this paper in the following ways in order to bridge significant gaps and limitations:

- Enrich the gold standard. Our research described in this paper uses a limited number of tweets. Once we found that the implementation of our algorithm induces promising results, we aim to collect a larger corpus of tweets and re-implement the algorithm so as to obtain more accurate results.

- Include more brands. Our current work focuses on two brands, namely IKEA and Gatorade. Future research will include tweets regarding more brands.

- Involve more domains. Our current work also focuses on two domains, namely retail and beverages. However, we plan to apply our method and evaluate its accuracy in other domains in future endeavours.

- Involve additional marketing metrics. We currently use only three marketing metrics i.e. brand image, brand satisfaction and purchase intention. Future work could extend the algorithm so as to accommodate additional marketing metrics such as brand trust and brand awareness. This could be a challenging task as some marketing metrics influence others according to Esch’s model described in [Section 3.2].

- Use different machine learning algorithms to implement the classification algorithm. Examples of algorithms used in the literature to compute sentiment include support vector machines (e.g. in [Go et al. 2009]) and maximum entropy (e.g. in [Habernal et al. 2013]).
We believe that the results of the current study and its enhancements in future work, will reveal the potential of computing marketing metrics for enabling the understanding of the opinion of consumers in SM.
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