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Abstract: In this paper, we present HOME, a new environment for distributed hy-
permedia. We mainly concentrate on the server side, and provide access to World-Wide
Web clients through a gateway mechanism. Data and metadata are strictly separated
in the distributed HOME server. The architecture is based on a layered approach with
separate layers for raw data, multimedia characteristics and hypermedia structure. We
briey present some of the implementation aspects and emphasise distinctive charac-
teristics of HOME. We conclude with a comparison with related research and our plans
for the future.
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1 Introduction

The explosion of interest from the general public in Gopher, WAIS the World-
Wide Web (W.W.W.) [Berners-Lee, et al. 94] [Cailliau 95] and other Networked
Information Discovery and Retrieval (NIDR) systems [Obraczka, et al. 93] indi-
cates that there is a widespread demand for the functionality of such systems.
As has been pointed out before [Andrews, et al. 94], the current generation of
NIDR systems su�ers from a number of problems.

We have been working for some time on a networked hypermedia system,
that is in some sense similar in scope to the W.W.W. and Gopher, but that is
based on a rather di�erent design and data model. This paper will present our
system, called HOME (for Hypermedia Object Management Environment).

2 Background

The authors have collaborated on the development of a networked hyperme-
dia system in a number of European projects, funded within the framework of
the DELTA (Developing European Learning through Technological Advance)
program [Duval, Olivi�e 94] [Jameson, et al. 93] [Beckwith, et al. 93]:
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{ The aim of the project CAPTIVE ('Collaborative Authoring, Production
and Transmission of Interactive Video for Education', 1989 to 1991) was to
develop an infrastructure for collaborative development of multimedia edu-
cational resources. An image store and a database about such resources were
designed, implemented and integrated in a European telecommunication in-
frastructure, based on Direct Broadcast Satellites (DBS), an analogue video
network, Integrated Services Digital Networks (ISDN) and the Internet.

{ The MTS project ('Multimedia TeleSchools', 1992 to 1994) involved large-
scale experiments with delivery of interactive sessions, using a combina-
tion of DBS transmission from a conventional studio and ISDN feedback
from students located throughout Europe. In the ACT project ('Advanced
Communication Technology', also 1992 to 1994) technology was developed
for large-scale �eld experiments in the MTS project.

Underlying most of our e�orts in these projects is the fact that educational
resources are almost never re-used and that dissemination of these resources is
often problematic. In order to promote re-use, authors should be able to �nd
out what is available, where it is located, whether it is suited and how it can
be obtained. In order to support re-use, we have developed a general-purpose
solution based on database technology, a hypermedia data model and a telecom-
munication infrastructure, as will be explained in the remainder of this paper.

3 Overview

HOME is based on a client-server architecture, where the server takes care of
data management. The client interacts with the end user, initiates requests to
the server and displays the result. The HOME server is itself distributed, as will
be explained further on.

The next section deals with the reasons for and the consequences of sepa-
rating data and metadata management. Section 5 and 6 detail the two layers of
HOME that are responsible for data and metadata management of multimedia
objects respectively. Section 7 presents an additional layer that superimposes a
hypermedia structure on the multimedia objects. Section 8 mentions some rele-
vant aspects of our current implementation. Section 9 lists the more distinctive
features of HOME, section 10 compares our approach with related work and
section 11 briey mentions some of our plans for the future.

4 Separation of Data and Metadata

A fundamental design decision of our distributed hypermedia system is the se-
paration of 'raw' multimedia data (audio, still images, video, etc., see section 5)
and metadata (data describing characteristics of multimedia objects, see section
6). We have taken this decision because 'raw' data and metadata are rather
di�erent, so that the tools and techniques used to store and process them di�er
as well [Little, Venkatesh 94] [Bucci, et al. 94] [Bowman, et al. 94]:

{ Compared with metadata that describe e.g. the author of a multimedia ob-
ject, or its content, the object itself is much larger in size.
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{ Whereas metadata are well structured, this is mostly not the case with 'raw'
multimedia data: a bitmap e.g. is (nothing but) a large sequence of bits.
Video encoding standards contain little or no structuring information (cut
points, camera positions), and this information is embedded. Moreover, cur-
rent image processing and video computing techniques are not able to auto-
maticallymake this structure explicit, especially in the case of more abstract
characteristics [Tonomura, et al. 94] [Jain, Hampapur 94].

{ Raw multimedia data are often time-dependent [Hardman, et al. 94]. This
must be modelled in a multimedia database and a�ects communication
[Little, Venkatesh 94], because the synchronisation between di�erent data
streams must be preserved.

Most current database management systems can cope well with metadata of
multimedia objects. The raw data themselves must be stored in either external
�les or so-called Binary Large OBjects ("BLOB's"). In neither of these cases are
they integrated very well in the database.

An advantage of separating data and metadata is that a user can examine
the contents of the database without having to retrieve the typically very volu-
minous data objects themselves [Little, Venkatesh 94]. Interaction with a system
designed in this way typically proceeds in two phases:

{ location phase: querying the metadata, the user identi�es the relevant data;
the end result of this phase is a set of locators of raw data; the locator may
also include the protocol to be used to retrieve the data, as in the case of
W.W.W. Universal Resource Locators [Berners-Lee, et al. 94] [Cailliau 95];

{ communication phase: parameters for quality of service are negotiated and
delivery of the raw object(s) takes place.

5 Raw Data Layer

5.1 Introduction

The raw data layer contains the raw data objects: we use this term to refer to
raw multimedia data, i.e. still images, audio clips, video sequences, etc.

In HOME, this layer integrates all raw objects that are accessible through
services on the Internet. This is important for interoperability (see section 9) as
it enables us to refer to all such objects on the metadata level. For this purpose,
we rely on the Universal Resource Locator (U.R.L.) mechanism (see section 6).

The next section presents in some detail a special-purpose data store we have
developed for storage of still images and short video sequences. It illustrates
the exibility of our approach that enables us to integrate a wide diversity of
multimedia data repositories within our framework.

5.2 Image Store

We have developed an image store for storage of still images and video sequences.
This store has been integrated in the raw data layer, as will be explained in this
section.
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5.2.1 Storage

Images and sound are stored in analogue form on laser disc.

{ A Write-Once Read Many times (WORM) disc holds up to 36,000 frames
per side, of still or moving video.

{ A pre-recorded analogue Laservision disc (such as used in the Bristol Biomed-
ical disc, see below) may contain up to 55,000 per side.

These capacities compare well with current digital storage, o�ering e�cient,
high quality and reasonably fast accesses, with an average seek time of 0.5 sec.

Once one ventures into the Video On Demand servers [Little, Venkatesh 94],
digital systems perform better though the costs are higher. We are currently
testing digital storage units and plan to migrate to such systems.

5.2.2 Access

Direct access to the image store is possible over analogue links such as UCL's
internal Live Interactive Video Educational Network (LIVE-NET), DBS, and
video conference links through the use of Codec's over ISDN or ATM (see �gure
1). The Image store is currently being used on the INSURRECT project which
is involved with teaching surgery within the UK over the SuperJANET ATM
video network.

Frames may be digitised on-the-y and delivered to the network. The server
will accept requests in the HyperText Transfer Protocol (HTTP) making it ac-
cessible within the W.W.W. (see also section 7). Once a request for digitisa-
tion is received, it is parsed by a Common Gateway Interface (CGI) compliant
client to retrieve the frame number of the image, its desired size, and encoding
[Gleeson, Westaway 95]. The frame number may be checked against an access
list so as to provide access to certain sections of the disc. If the request is valid,
the frame is accessed on the disc and subsequently digitised. The laser disc is
controlled through its serial port which is accessible, along with a digitising card
on a networked Sun workstation.

The digital image is converted to the desired size so the user may view 'thumb
nail' versions of the images before retrieving an entire image. This also keeps the
network load to a minimum whilst users browse the image base. Finally the
image is delivered in the requested coding - such as GIF or PPM, which allows
the image to be included as an in-lined image in a HTML document.

Further developments are underway to deliver sections of the moving video
by conversion into a suitable moving image format such as MPEG or H.261[ITU-
T Recommendation 03/93]. Dependent upon network access these may either be
delivered in real-time or as one data �le. For real-time access the demands on
the system are much greater and would require substantial further development.
However as interest in Video On Demand services grows, relevant work is being
done in both the commercial and academic environments.

By using a hybrid analogue-digital approach we can exploit the bene�ts of
analogue storage media in the digital world. Laser discs o�er large storage po-
tential and allow the use of analogue technologies for transfer and manipulation.
At UCL we currently utilise our video network LIVE-NET for teaching which
is a hybrid of digital and analogue links. All switching is done in the analogue
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Figure 1: telecommunication between di�erent components

domain on LIVE-NET, though once we go onto the SuperJANET video network
digital Multi-point Control Units (MCU) are used to automatically switch video
streams dependent upon operational mode.

6 Multimedia Layer

The multimedia layer deals with characteristics of the raw data objects consi-
dered in isolation. The data model of this layer is based on an object-oriented
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approach. Classes can be de�ned for di�erent kinds of raw data objects. Figure
2 represents the currently implemented class hierarchy:

biomedical

image

inproceedingsarticle book technical report

reference
bibliographical

object

Multimedia

Figure 2: Class hierarchy of the Multimedia Metadata Layer

{ The multimedia object class groups characteristics common to all raw data
objects. An important attribute of this class is the unique name used to refer
to an object (see also section 9). Other attributes of this class include the
author, the creation date, the person who last modi�ed the object, and the
date of last modi�cation.
The raw data content of a multimedia object is referred to by the mechanism
known as Universal Resource Locators (U.R.L.'s). This mechanism stems
from the W.W.W. [Berners-Lee, et al. 94] [Cailliau 95] and indicates both
the protocol to be used to retrieve the object (e.g. ftp, gopher, http) as well
as the location of the object itself (basically the Internet host and a �lepath
on that host).
It is important to emphasise the exibility of the U.R.L. approach: in fact,
we believe this is one of the main contributions of the World-Wide Web.
Through U.R.L.'s, references can be made to documents accessible over the
�le transfer protocol, telnet, gopher, etc., on any computer connected to
the Internet. These documents can also be generated upon request, using
the Common Gateway Interface (CGI [Gleeson, Westaway 95]) mechanism.
Moreover, the addressing scheme is easily extensible with new protocols.
Our terminology is somewhat unusual in that normally the term multime-
dia object refers to a structured composite of several single media. In fact,
HOME uses a black box approach and doesn't address issues such as e.g.
synchronisation between di�erent media components of a multimedia object
[Buford 94].

274



{ Biomedical images constitute a subset of the images on our image store
(see section 5.2). Currently, this set includes ca. 5900 images, whose speci�c
characteristics (species, sex, stain, etc.) are modelled by this subclass.

{ Another subclass of multimedia objects is the class of bibliographical ref-
erences, with further subclasses for articles in journals, books, papers in
conference proceedings and technical reports. Attributes for these classes in-
clude e.g. author, title, publisher, etc. This class hierarchy is based on the
Bibtex system that is part of the LaTex environment [Lamport 86].

The multimedia layer of our server essentially supports creation, deletion and
modi�cation of multimedia objects. Object retrieval based on search criteria is
also possible: this facility enables for instance an end user to look for biomedi-
cal images donated by a particular person, concerning a particular species, etc.
This kind of search facility is very important in a large-scale environment that
may include hundreds of thousands of multimedia objects, where simple brows-
ing techniques break down because of the overwhelming amount of available
data. (Anyone who ever experienced the frustration of not �nding a W.W.W.
document he visited some time before will appreciate this point.)

7 The Hypermedia layer

As explained in the previous section and illustrated by �gure 3 (where higher
layers refer to objects at lower layers), the multimedia layer manages metadata
of isolated objects stored at the raw data layer. Metadata concerning interrela-
tionships between di�erent objects are dealt with by the hypermedia layer.

The most simple hypermedia data model is the basic node-link paradigm:
information is organised in chunks that are called 'nodes' and that can be in-
terrelated by 'links' [Nielsen 90]. We have developed a new hypermedia data
model, based on a set-oriented approach, strongly inuenced by the HM data
model [Andrews, et al. 95] [Maurer, et al. 94]. The data structuring facilities of
our hypermedia data model are presented in section 7.1. Section 7.2 and 7.3
detail navigational and query facilities. Section 7.4 explains how query and nav-
igational access can be combined.

7.1 Data Structuring

The basic data structure of the Sets-Of-Sets (SOS) model is a set, a somewhat
modi�ed version of the traditional mathematical concept. A set is identi�ed by
its unique name. In the SOS model, there are two classes of sets:

{ A singleton is a set with exactly one element, a multimedia object (see sec-
tion 6). For every multimedia object created at the multimedia layer, a cor-
responding singleton (with that object as its single element) is automatically
created at the hypermedia layer. In this way, all objects from the multimedia
layer are accessible in the hypermedia layer.
A typical example might be:
S = fmap of the K.U.Leuven campusg.

{ A multiset is a set with an arbitrary number of elements, that are sets them-
selves. The elements of a multiset are ordered. A typical multiset is e.g.:
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Figure 3: The di�erent layers of HOME

M = f fmap of the K.U.Leuven campusg,
f ftexts about the history of the K.U.Leuveng,
fhistorical imagesgg,

fadministrative informationg,
fpresentation of research at the K.U.Leuvengg.

A multiset can be extensionally de�ned. In that case, membership is de�ned
by manually adding or removing elements to or from the set. Alternatively,
a multiset can be intensionally de�ned, when a set of search criteria de-
�nes membership to the multiset. In the latter case, the multiset is called
a dynamic multiset in HOME. This is similar to the notion of a computed
composite in [Halasz 88].

It is important to note that set membership does not need to be hierarchical,
but can contain loops: recursive relationships are explicitly allowed. Consider e.g.
�gure 4, where the rounded squares represent sets and the connections indicate
membership.

The set on our research unit ('Indigo') contains a set on projects we are
involved in and another set with elements for each of the members of our unit.
One of the projects is 'HOME', presented in this paper. The multiset on HOME
has an element on the people working on HOME. For each of the members of
the research unit, there is a set 'Projects' that contains information on all the
projects a particular member is involved in. Clearly, there are several cycles in
this structure.
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Projects Collaborators

HOME K. Hendrikx E. Duval R. Maelbrancke H. Olivie

ProjectsProjectsCollaborators

Figure 4: Recursive Membership: an Example

As sketched above, the SOS model is a rather simple hypermedia data model,
where information is structured in a (not strictly) hierarchically manner. The net
result is rather similar to data structuring in e.g. Hyper-G [Kappe, Maurer 93]
[Kappe, et al. 93] or Gopher. We are currently working on a more advanced data
model.

7.2 Navigation

In this section, we will present the currently implemented user interface to
HOME. When the user �rst accesses HOME, a list of root sets is presented,
as in �gure 5. The user can get back to this screen, by clicking on the 'Home'
icon, always present in the upper left corner of the screen.

In order to zoom in on a multiset (e.g. 'Hypertext and Hypermedia' in �gure
5), the user clicks on the folder icon. The result is shown in �gure 6.

The user can now zoom out of the 'Hypertext and Hypermedia' multiset by
clicking on the opened folder icon of �gure 6. This brings him back to �gure 5. If,
however, the user zooms further in on 'Hypermedia Systems', again by clicking
on the folder icon, then the screen looks like �gure 7.

Now, the current set is 'Hypermedia Systems', with a number of multisets as
its elements, and a singleton ('On Second Generation Hypermedia Systems (...)').
Clicking on the arrow icon in front of the singleton visualises the multimedia
object that is the single element of this singleton, which leads to �gure 8.
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Figure 5: Root Sets

The 'arrow up' icon on �gure 8 enables the user to zoom out of the current
singleton. This takes him back to the screen of �gure 7.

7.3 Query

The 'Create/Search' button at the top of every screen allows an end user to
create new sets or to query the HOME system. The screen on �gure 9 represents
a typical query screen for a multimediaobject, in this case a paper in a conference
proceedings.

When querying the system, the user can provide a search pattern for any of
the attributes. In �gure 9, the user searches for all papers in proceedings where
the pattern 'Duval' is present in the list of authors. Figure 10 shows the result
of the query.

The di�erent singletons that belong to the query result (which is, in fact, a
dynamically generated multiset) are listed, with arrow icons to enable the end
user to visualise them.

7.4 Combination of Navigation and Query

Navigation and query access can be combined: imagine e.g. that an end user
obtains �gure 10 as a result of the query in �gure 9. When a user visualises, say,
'A Home for Networked Hypermedia (...)' (the third item in the list of �gure 10)
and then zooms out of that singleton, then the result looks like �gure 11.

Navigating from one of the singletons that belong to the result of a query,
end users can thus �nd material related to the query result, but not part of that
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Figure 6: Zooming in on 'Hypertext and Hypermedia'

Figure 7: Zooming in on 'Hypermedia Systems'
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Figure 8: Visualising 'On Second Generation Hypermedia Systems (...)'

Figure 9: A query screen for proceedings papers
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Figure 10: Result from a query

Figure 11: Zooming out of a query result
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result itself. Very often, this material will also be of interest to the querying user.
This approach can contribute to overcoming a well-known problem in informa-
tion retrieval: it is often di�cult for end users to formulate exact search criteria
that identify all and nothing but relevant material. The approach sketched above
requires the end user to identify only some of the relevant material. Local nav-
igation (by zooming out of the relevant singletons) enables him to retrieve the
other relevant material afterwards, as similar material will normally be linked
with the material identi�ed in the query.

8 Some Implementation Aspects

Figure 12 indicates how we have integrated our distributed server in the World-
Wide Web. We have set up W.W.W. servers in London and Leuven. W.W.W.
clients can access these servers, using the HyperText Transfer Protocol (HTTP).
Through the Common Gateway Interface (CGI [Gleeson, Westaway 95]) proto-
col, the W.W.W. servers interact with the HOME server and the image store.
The two latter components deliver the result, package it in the W.W.W. Hy-
perText Mark-up Language (HTML) for document de�nition and send it to
the W.W.W. server, that in turn ships it to the W.W.W. client that originally
submitted the request.

Client

WWW

HTTP

WWW

server

Image

storeHTTP

WWW

server server

HOME

Figure 12: Interaction between W.W.W. client and server components

The main reason why we have integrated our system into the W.W.W., is the
availability of client and server software for a wide variety of hard- and software
platforms. Section 9 will detail the added value HOME provides when compared
with the W.W.W.
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The HOME server is implemented in Tcl [Ousterhout 94]. This interpreted
scripting language o�ers considerable functionality, ease of use and exibility.
Tcl is certainly a well suited language for rapid prototyping and early experi-
mentation. Up to now, we have not had any problems with a possible decrease
in e�ciency, as the connection and transmission times typically far outweigh the
time it takes to process requests.

All data describing characteristics of the multimedia objects and their inter-
relationships are stored in a commercially available Relational DataBase Man-
agement System (RDBMS), in our case Oracle, but any full-edged RDBMS will
do, as we only need the typical functionality all comparable products support.
Interaction between the Oracle DBMS and the Tcl language is implemented in
Oratcl, an extension to the Tcl language.

It is important to note that we have deliberately chosen not to use the SQL
language for client server interaction [Khosha�an, et al. 93]. (As mentioned at
the start of this section, we do rely on SQL for internal server functionality.)
There are two reasons for this decision:

{ SQL would provide clients with too much exibility and would enable them
to create inconsistent server states.

{ Using SQL for client server interaction would make clients more complex as
more application logic would need to be replicated in every client.

The Tcl Application Programmer's Interface that we have designed provides
a higher level of abstraction and enables us to overcome the di�culties mentioned
above.

9 Distinctive Characteristics

In this section, we list some of the more distinctive characteristics of our ap-
proach. The next section will compare HOME with related research.

9.1 Separation of Structure and Content

The separation of the multimedia and hypermedia layer results in a separation
of structure and content, or, in traditional hypermedia terminology, a separation
of links and nodes. This is di�erent from the W.W.W. approach, where links are
embedded in documents. [Hall, et al. 95] refers to the problem that embedded
links cannot be changed without revising the document itself as link fossilisation.
Separation o�ers many advantages, especially in a large-scale, networked, multi-
user context [Duval, Olivi�e 94] [Kappe, et al. 93]:

{ Read-only material can be linked to and from:

� Documents on e.g. CD-ROM or stored on videodisk (and digitised upon
request, as in the case of the image store, see section 5.2) can be linked
to and from. In HOME, such material can act as content of a singleton.
The latter can in turn be an element of a multiset, etc.
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� In traditional hypertext terminology, users can link to or from any doc-
ument. In SOS terminology, users can insert sets created by others as
elements in their own multisets, without modifying the set originally
created by somebody else. This last point is important as it guarantees
document integrity to the original author, while still allowing anyone to
superimpose personal structures on the content.

{ Using traditional terminology, bi-directional links, or a back-link capability
[Engelbart 90] can more easily be supported if structure is separated from
content, because link information can be queried independently (i.e. without
a need to scan all the documents), to identify documents that refer to a
particular document. In the SOS context, this corresponds to the fact that
one cannot only zoom in on one of the elements of a set, but that it is also
possible to zoom out of a set, obtaining a list of sets that contain the current
set.

� This makes it easy to remove dangling references when a document is
deleted. When a set is destroyed, the structure of all multisets it previ-
ously belonged to can be updated accordingly. In traditional hypermedia
terminology, when a document is destroyed, all links referring to that
document can also be deleted.

� The back-link capability is also important for the generation of local
overview maps. Such maps indicate the links to as well as from a par-
ticular node. Local maps can help to avoid the disorientation problem
known as "lost in hyperspace", although they o�er only limited relief
for navigation problems in large information spaces. In that case, they
can be integrated in a larger overview through so-called "�sheye views"
[Sarkar, Brown 94]. In HOME, a graphical overview of the is-an-element-
of relationship could be used to provide this sense of context to the user.
Such a facility requires the back-link capability.

{ Di�erent structures can be superimposed on the same content: a particular
set (e.g. representing an employee) can be linked to some sets (e.g. repre-
senting the projects he works on) in the context of one set (e.g. representing
the workload of each employee) and to other sets (e.g. the employees he
supervises) in the context of another set (e.g. representing the hierarchi-
cal structure of the company) - it is di�cult to envisage how this could be
achieved in e.g. an HTML encoding in the W.W.W.

9.2 Identity rather than Location

As the multimedia layer enforces object identi�cation, the location of a multi-
media object can easily be modi�ed: this requires only an update of the cor-
responding attribute. Using identi�ers contrasts favourably with the W.W.W.
approach of referring to objects by location, because the latter approach implies
that all references to a document must be updated as well when the location
changes. This is clearly impractical in large-scale hypermedia environments, as
daily practice with the W.W.W. illustrates all too well in the form of broken
links. The process whereby, in a document, gradually more and more links to
locations become invalid, as the destinations change location, is called link decay
in [Hall, et al. 95].
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9.3 Interoperability

Interoperability is an important concept in an open distributed environment.
This notion refers to the idea that di�erent information retrieval and discovery
[Obraczka, et al. 93] systems should work well together, e.g. that clients of one
such system should be able to query servers of another system.

{ Our environment interoperates rather well with existing tools and services:
any object referred to by a U.R.L. can be incorporated at the multimedia
metadata layer and subsequently a structure can be de�ned over that object
at the hypermedia metadata layer. This approach makes our environment
interoperable with FTP, WAIS, Gopher and W.W.W. As the U.R.L. mecha-
nism is open and extensible, it can be expected that new services would also
�t in this approach.

{ As explained above, W.W.W. clients can access our server, through a gate-
way mechanism that translates W.W.W. requests and packages the result
from our server in W.W.W. format (i.e. HTML). This integrates our en-
vironment quite seamlessly in the W.W.W. A similar approach could be
followed for integrating HOME in other similar environments, e.g. Hyper-G
[Kappe, Maurer 93] [Kappe, et al. 93].

{ A third form of interoperability results from the fact that documents com-
posed with external application programs can be interlinked with other doc-
uments in HOME. Thus we can avoid the problem of dead ends which arises
in the World-Wide Web because only native HTML documents can have
embedded links [Hall, et al. 95].

9.4 Database rather than File Management Systems

We believe it is important to exploit existing database technology when designing
multimedia or hypermedia databases, rather than directly relying on the �le
system services o�ered by the operating system (as in the W.W.W.), because of
the extra functionality that comes with databases [Bucci, et al. 94]:

{ ACID properties (atomicity, consistency, isolation and durability of trans-
actions): Essentially, these properties guarantee that a transaction, as the
atomic unity of client-server interaction either commits in its entirety or not
at all, that its e�ect is the same as if it would have been submitted in a stand-
alone system and that this e�ect will last over time [Elmasri, Navathe 89].

{ concurrency control, access control, accounting features: All operations have
parameters userid and password. They will only be executed if the user
has su�cient privileges to do so. This will be guaranteed by the DBMS.

{ Provisions for back-up and recovery are more elaborate in a DBMS than in
a traditional �le system.

{ A query engine can be used to:
� de�ne dynamic links: Conventional links are de�ned in an extensional
way, based on the identity of the participating nodes. Dynamic links are
de�ned intensionally: a prescript identi�es all nodes the link points to (or
from). The prescript is resolved at run-time, when the link is activated
[Halasz 88]. Dynamic links are particularly useful if the data involved
change frequently over time. Dynamic de�nition of membership is the
HOME concept that corresponds with dynamic links.
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� provide query based access: As an alternative to navigation, query based
access is especially important in a large-scale environment, where the
simple browsing paradigm breaks down because of information overload.
As explained in section 7.4, it is often quite convenient to issue a query
�rst, in order to locate some of the relevant information. Subsequently,
local navigation within or around the search results supports exploration
of relevant material either included in or related to the query result.

9.5 Relational Database Technology

Although we had originally anticipated that HOME would bene�t from the
added value of object oriented database technology, we have completed the im-
plementation phase, using a relational DBMS. In retrospect, the choice between
a relational and an object oriented DBMS seems to be less important than ex-
pected [Bucci, et al. 94]:

{ The most important reason is that the DBMS is responsible for manage-
ment of meta-data only: this implies that no novel features for dealing with
multimedia content are required.

{ An object oriented DBMS would provide more built-in support for the class
hierarchy of �gure 2. Implementing such support in a language like Tcl
[Ousterhout 94] on top of a relational DBMS proved to be a rather mod-
erate e�ort.

{ The core functionality of the SQL query language is su�ciently standardised
to allow for a design and implementation that is reasonably independent of
the particular RDBMS (Oracle in our case).

9.6 Structured Objects

A rather unique feature of HOME is the integration of structured objects (see
section 6): subclasses can be de�ned for objects that share a particular set of
characteristics. This feature enables end users to interlink structured data (bib-
liographical references, co-ordinates of people, etc.) with unstructured multi-
media objects (located through the U.R.L. mechanism [Berners-Lee, et al. 94]
[Cailliau 95]).

10 Related Work

10.1 Hypermedia Data Models

Our hypermedia data model is strongly inuenced by the HM model. In HM
[Andrews, et al. 95] [Maurer, et al. 94], the basic unit for structuring information
is an S-collection: this is either a primitive node (a name and a multimedia
content) or a structure (containing a head, a set of S-collections and a set of
links). The most distinctive di�erences between our SOS model and the HM-
model are:

{ In HM, a navigable topology can be de�ned between members of an S-
collection.
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{ In HM, when an S-collection is accessed, its content (or the content of its
head) is automatically visualised.

{ In HM, an S-collection can have an associated multimedia content. The
object need not be 'packaged' as a singleton, as in the SOS model.

{ [Maurer, et al. 94] mentions that 'extending the functionality of Zoom Out
to give access to any S-collection of which the current collection is a member
at �rst seemed attractive, but on reection the possibility of users zooming
out into a completely di�erent context appeared to promote more confusion
than understanding'. This is exactly the opposite of our �nding (see e.g.
section 7.4, where an elegant combination of navigational and query access
is based on the idea rejected in the quote above). Hence, the SOS model
de�nes zooming out as providing access to all sets that the current set is a
member of.

A number of other data models are similar to both the SOS and the HM
model, because they are also set based [Eichmann, et al. 94] [Garzotto, et al. 94].
As we are currently developing a new data model, we will not further elaborate on
this issue here, nor on the relationship between set based and more traditionally
oriented data models for hypermedia. These subjects will be dealt with in a
forthcoming paper.

10.2 Distributed Hypermedia Systems

{ Above, we have repeatedly compared our approach with the World-Wide
Web [Berners-Lee, et al. 94] [Cailliau 95]. Although we have cited a number
of well-known problems with 'the Web', it is appropriate to emphasise here
that the Web made at least two important contributions to the development
of distributed hypermedia systems - besides, of course, the exposure of the
very notion of distributed hypermedia to the public at large:
� The U.R.L. addressing scheme (see also section 6) accommodates refer-
ences to documents on any Internet computer, through an extensible set
of protocols.

� The HyperText Transfer Protocol (HTTP) supports requests for docu-
ments, referred to by a U.R.L.

{ Hyper-G is a large-scale hypermedia system under development at the Uni-
versity of Graz [Kappe, Maurer 93] [Kappe, et al. 93]. It is similar in scope to
the World-Wide Web, but doesn't su�er from some of W.W.W.'s problems
- most notably: links and nodes are stored separately in Hyper-G servers
and query based access to documents is supported. Both these character-
istics also hold for HOME. The architecture of Hyper-G is di�erent from
our layered approach and consists of a full text server, a link server an a
document server. The latter two roughly correspond with our hypermedia
and multimedia management layer respectively.

{ The Microcosm design is based on a set of processes. A document viewer can
send messages to a chain of �lters. These can either block a message, pass
it on or change it before passing it on. Finally, the messages arrive at a link
dispatcher that displays information to the user (e.g. a list of links that the
user can follow) [Hill, Hall 94] [Hall, et al. 95]. In an e�ort to adhere to the
'open hypertext' approach, third party applications can be used to create,
edit and view documents, in a more or less integrated way. Recently, the
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Microcosm team has investigated integration of this link service approach
in the World-Wide Web [Hall, et al. 95] and started a new project, called
Multicosm, to investigate large-scale distribution of Microcosm [Mul 94].

{ MORE (Multimedia Oriented Repository Environment) deals with informa-
tion for software re-use [Eichmann, et al. 94]. Just like HOME, MORE relies
solely on the World-Wide Web for end user access. HTML documents are all
generated dynamically, based on data stored in a relational database. It is
interesting to note that the MORE team, targeting software re-use, came up
with a solution very similar to the one we developed for courseware re-use.

11 Future

{ We are currently working on the integration of support for Computer Sup-
ported Collaborative Work (CSCW) in HOME. More concretely, we are cur-
rently concentrating on the functionality required for interaction between
student and sta� and among students, in a set-up where HOME is used as
a Campus-Wide Information System (CWIS). Proper support for CSCW
requires:
� event noti�cation: in order to warn users when something happens to
shared information;

� long transactions: in traditional database context, a transaction lasts no
longer than tenths of seconds; in a collaborative environment, this can
be substantially longer (hours or days).

The hypermedia paradigm lends itself well to asynchronous communication
[Andrews, et al. 94]. A real-time component must be integrated within this
framework, so that e.g. a student can contact a member of the sta� in case of
urgent problems. We will therefore elaborate a gateway between electronic
mail systems (the Unix mail program in the �rst place) and HOME. This
must enable end users to edit, send and receive email from within HOME.

{ As mentioned above, the HOME server is implemented in the Tcl language
[Ousterhout 94]. Tcl includes facilities for safe inter-process communication
and is integrated with Tk, a user interface toolkit. We are therefore con-
sidering to develop specialised HOME client software in Tcl/Tk, bypassing
the World-Wide Web environment completely (though some form of inter-
operability should probably be preserved), which would provide us with a
more exible implementation environment. As newer versions of e.g. the Mo-
saic W.W.W. client can communicate with Tcl applications, interesting new
possibilities arise. These are currently under investigation.

{ In Hyper-G [Kappe, Maurer 93] [Kappe, et al. 93], a search can be con-
strained to a particular (set of) collection(s). This sort of search scope control
is extremely important in a large-scale networked environment as the num-
ber of data objects that satisfy the user's search criteria can be very large. In
HOME, a search is currently performed over the largest relevant domain, i.e.
the set of all data objects that belong to a particular class (e.g. biomedical
images), because the search constraints are expressed in terms of attributes
and these are only de�ned for data objects that belong to the relevant class.
On the other hand, HOME is more exible than Hyper-G in this respect, as
it allows arbitrary complex search conditions over an arbitrary large set of
attributes de�ned for a particular data object class.
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{ The present user interface supports creation of hypermedia data. Subsequent
modi�cation (apart from deletion) is not supported and should be. User
interface issues related to large information spaces should also be elaborated
further, based on techniques such as �sheye views [Sarkar, Brown 94], 3D
visualisation [Robertson, et al. 93] and treemaps [Shneiderman 92].

{ We are currently planning a number of projects for development of HOME
servers. These include a bibliographical database, a hypermedia server on
live art, an annotated slide collection on architecture, a distributed European
network of topical courseware databases and an information resource on job
opportunities.

{ Active and deductive database technology could be used to model (interaction
with) the end user in the server. This would make it possible to design and
implement customisation and adaptation of the information presented to the
end user.

12 Conclusion

In this paper, we have presented HOME, an environment for hypermedia man-
agement. Based upon a rigorous separation of data and metadata, three di�erent
layers are discerned in HOME: a storage layer dealing with raw data manage-
ment, a multimedia layer that takes care of metadata concerning individual
objects and a hypermedia layer where interrelationships between objects are de-
�ned. The latter layer relies on the 'Sets Of Sets' model that structures data
in singletons and multisets. We are currently working on a more advanced data
model that will replace the SOS model in a future version of HOME.
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