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Abstract: In the modern life, SMS (Short Message Service) is one of the most neces-
sary services on mobile devices. Because of its popularity, many companies use SMS as
an effective marketing and advertising tool. Also, the popularity gives hackers chances
to abuse SMS to cheat mobile users and steal personal information in their mobile
phones, for example. In this paper, we propose a method to detect spam SMS on
mobile devices and smart phones. Our approach is based on improving a graph-based
algorithm and utilizing the KNN Algorithm - one of the simplest and most effective clas-
sification algorithms. The experimentation is carried out on SMS message collections
and the results ensures the efficiency of the proposed method, with high accuracy and
small processing time enough for detecting spam messages directly on mobile phones
in real time.
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1 Introduction

In the recent years, the number of mobile phones has been increasing rapidly.

It is one of the most necessary devices for everyone. The newer generation of

mobile phones (usually called smart-phones) performs more and more like small

personal computers [Castiglione et al., 2009] and this allows the possibility of

spreading malware on mobile phones also. SMS (Short Message Service) is one

of the most widely used data services in the world because of its low cost and

ease of usage. Furthermore, traditional SMS is not only used for texting among

people but it is also used as an alternative authentication method, usually as a

second-way token (mainly in mobile banking, one-time password delivery, etc).

Spam SMS is a kind of spamming directed at the text messaging. From

the early 2000s, many users have begun to see an increase in the number of

unexpected SMS being sent to their phone through text messaging. In Korea,
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the volume of mobile spam was already bigger than the volume of email spam

at the end of 2003 [Gómez Hidalgo et al., 2006]. Most contents are usually

advertisements which are sent by commercial companies or hacking messages by

hackers who want to cheat and steal personal information.

Those messages really annoy mobile users because, when a spam message

comes in, mobile phone will alert users by ringtones or vibrations. Even more

dangerously, when users read the messages and click on a link in the content, it

may happen that they will download virus unintentionally. Thus, it is obvious

that the social and security risks are increasing because of spam SMS.

A variety of technical measures against spam SMS have been proposed. Most

are applications of several machine learning algorithms (Bayesian filtering tech-

niques [Cormack et al., 2007], SVM (Support Vector Machine) [Joe and Shim,

2010], etc.) and many of them achieve some level of accuracies.

In this paper, we propose an improved method to detect spam SMS and

move them out of inbox. This method is a combination of graph-based text rep-

resentation technique and KNN algorithm. From a big SMS collection we make

separate groups of messages for performance reasons. Each group is represented

by a graph and is also as an entity in KNN (K Nearest Neighbor) algorithm

(Figure 7). In this graph-based model, a message or a group of messages is rep-

resented by a graph, which is capable of capturing word order, word frequency

and word co-occurrence within that document.

There are many effective machine learning algorithms that are used in infor-

mation retrieval and internet security such as: SVM, NB (Naive Bayes), decision

tree, etc. In spite of its simplicity, KNN (K Nearest Neighbor) is one of the most

effective algorithms. It is a type of instance-based learning or lazy learning algo-

rithms. Additionally, it performs classifying based on the closet training samples

in feature space. We use KNN algorithm to classify two types of SMS that are

represented in graph-based model.

We evaluate our proposed method on two independent SMS datasets. The

first one is the SMS collection of NUS SMS Corpus. It has been collected by

Tiago A. Almeida [Almeida] and José Maŕıa Gómez Hidalgo [Gómez Hidalgo]

The second one is chosen from [Uysal and Yildiz]. It is collected independently of

NUS SMS Corpus and used as testing messages. The experimental result shows

that our method achieves high detection accuracy.

The rest of paper is organized by the following sections: Section 2 is the

related work and we discuss the overview of some approaches in the literature.

Section 3 describes pre-processing and feature selection methods that we use in

our system. Next, section 4 describes in more detail the implementation based on

our proposed method including parts such as system architecture, graph-based

text representation model, traditional KNN algorithm, and classification. In the

Section 5, we will give our experimental result and in the last section we conclude

and give a possible future work.
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2 Related Work

The mobile networks are indeed more and more popular in our lives but their in-

creasing pervasiveness and widespread coverage raises serious security concerns

[Palmieri et al., 2011]. In other words, smartphones may now represent an ideal

target for malware writers. As the number of vulnerabilities and, hence, of at-

tacks increase, there has been a corresponding rise of security solutions proposed

by researchers [La Polla et al., 2013, Fung, 2011, Canard et al., 2011]. Currently,

there are several papers related to spam SMS detection. Some works (such as

[Healy et al., 2004]) have proposed methods based on machine learning algo-

rithms (like SVM, KNN, or Naive Bayes) for classification. José Maŕıa Gómez

[Gómez Hidalgo et al., 2006] tries to detect spam SMS by applying a version of

Bayesian filter algorithm. First, they reviewed a number of technical measures

against spam email, focusing on Bayesian filtering. Then they presented how

the mobile network operator had seen the problem of mobile spam in Europe,

and which role Bayesian filtering could play in reducing or stopping it. After

that, they describe a series of experiments designed to test to what extent it was

effective addressing the mobile spam problem.

Recently, the authors of [Rafique and Abulaish, 2012] also apply graph-based

model in spam SMS detection in their paper. Firstly, they tokenized the content

of all sample messages using white spaces and punctuations and built the graph

from those tokens. Then, they calculated probability of each token appearing

in messages and used KL-Divergence for classification. However, mobile devices

which have small memory and it will take a lot of time for processing a big graph

extracted from sample messages.

Cross-site scripting (XSS) is a type of computer security vulnerability typ-

ically found in web applications. It enables hackers to inject client-side script

into web pages viewed by other users. Jun-Ho Choi [Choi et al., 2012] proposed

a method that is a combination of n-Gram and SVM to detect the malicious

script code. To be more specific, the index term applying n-gram and code dic-

tionary were generated to increase the accuracy of binary pattern classification.

Furthermore, SVM which provides efficiency and accuracy in the process of a

binary classifiation, is used to determine whether the malicious script code could

be detected or not.

A new method was proposed for filtering spam SMS using CAPTCHA (Com-

pletely Automatic Public Turing Test to Tell Computer and Human Apart) sys-

tems [Shirali Shahreza and Shirali Shahreza, 2008]. These systems are used to

distinguish between human users and computer programs automatically. One

work that can be noted is a software framework named SEESMS (Secure Ex-

tensible and Efficient SMS) [De Santis et al., 2010] that allows two peers to

exchange encrypted and digitally signed SMS messages. The cryptographic part

of SEESMS is implemented on top of the Java binary code library, a widely
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used open-source library. Castiglione [Castiglione et al., 2012] analyzed some

unexpected phenomena by profiling the code of SEESMS and exposed the issues

causing its bad performance.

3 Pre-Processing and Feature Selection

In the classification, feature selection is necessary in order to remove the noisy

features and select the good ones. Furthermore, it also simplifies the calculation

avoiding overfitting and increases the accuracy in the next steps. To address this

issue, some approaches are used to extract the terms by the noun words included

inside the glossary of WordNet [Hwang et al., 2011] or Wikipeadia [Huang et

al., 2012]. In this paper, we present two commonly used text feature selection

methods: mutual information (MI) and X2-Statistic (CHI) [Wang and Liu, 2010].

Figure 1 shows an example feature selection process. The input is a mixed list of

words. Besides the representative words in the document, it also includes: one-

character words, common words, stop words, etc. After processing by feature

selection method, the size of words list is reduced and several redundant words

are removed.

Figure 1: Feature selection example

3.1 Mutual Information (MI)

Mutual information is a concept in probability and information theory; it is

used to calculate the mutual dependence of two random variables. In the feature

selection field, it is usually used to compute the dependence between a feature t

and a class c. In this paper, t denotes a token (word or phrase) extracted from

messages and class c is type of messages: spam or ham. We apply the following

formulas (the two of them are equivalent) to calculate this measurement (MI):
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I(t, c) = log
Pr(t, c)

Pr(t|c)× Pr(t)
(1)

I(t, c) = logPr(t|c)− logPr(t), (2)

where I(t, c) is the dependent weight between feature t and class c. Pr(t, c) is

the probability that feature t and class c appear simultaneously, Pr(t|c) is the

conditional probability of feature t in messages of class c, and Pr(t) is probability

of feature t.

3.2 χ2-statistic (CHI)

The χ2-statistic measures the lack of independence between token t and class

c. If t and c are independent, CHI has a lowest value (zero). It is defined by the

following formula:

χ2(t, c) =
N × (P (t, c)× P (t̄, c̄)− P (t, c̄)× P (t̄, c))

P (w)× P (w̄)× P (c)× P (c̄)
(3)

where N is the total number of messages in the sample set. P (t, c) is the prob-

ability that token t and class c appear simultaneously, P (t) is the probability

of token t, and Pr(c) is the probability that the text belong to category c. The

barred symbols in P (t̄, c̄), P (t, c̄), P (t̄, c), P (c̄), and P (t̄) signifies the compli-

mentary events to symbols without bars.

3.3 Combined Feature Selection Method

Although, CHI method is used commonly with many advantages, there still

exists some issues [Wang and Liu, 2010]. For example, it increases the weight

of words which appear in appointed class with low frequency, but high in other

classes and it reduces the weights of low frequency words. According to formula

(1), for such words, when P (t, ci) → 0 , P (t) and P (ci) are not tending to zero,

then P (t, ci)/(P (t)× P (ci)) → 0, so I(t, c) will tend to negative infinitude, and

these words will be thrown out.

According to the formula (2), in [Wang and Liu, 2010] they proposed a

method for the words which have the same logPr(t|c), the weights of low fre-

quency words will be higher. So the problems above are resolved. Because of

this reason, we decide to use the combined feature selection method for resolv-

ing those issues and select good features that will be used in classification.

In our method, we calculate the weight of each feature based on the indicator

function:

E(t, c) = αE1(t, c) + βE2(t, c), 0 < α, β < 1, α+ β = 1 (4)
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where E1(t, c) is the weight calculated by χ2-statistic and E2(t, c) is calculated

by the mutual information method.

After tokenizing the content of messages into space-delimited words, we re-

move several words that have only one character and calculate weight of each

word by using the feature selection method above. Finally, we select the words

which have high weight and use them for constructing the graphs in the next

section.

4 Proposed Method

4.1 System Architecture

Firstly, we separate the message collection into many small message groups (the

message collection has been already labeled). Each group contains X messages

that all have the same label. One problem is how to choose the value of X.

If we increase X, the graph will be bigger and the complexity of algorithm will

increase. Otherwise, if we decrease X, the algorithm will run faster but the result

quality may suffer. In our experiment, we chose X = 5.

Secondly, we tokenize the content of messages in a group by white spaces and

punctuations. Through the feature selection method we select the good tokens

for constructing the sample graph. Figure 2 illustrates this process.

Figure 2: Graph-based system architecture

When a new message comes in (Figure 3), we also use the same algorithm
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instance-based learning or lazy learning where the function is only approximated

locally and all computation is deferred until classification.

In the text classification area, the idea of KNN is very simple: in K (con-

stant) nearest neighbors of the text T to be classified, the class of T is the most

frequently appearing class in this collection (see Figure 6).

Figure 6: KNN algorithm

KNN can be represented by the following formula [Zhang et al., 2009]:

y(d, cj) =
∑

di∈KNN

Sim(d, di)× y(di, cj)− bj (5)

and

y(d, c) =

{
0 d ∈ c

1 d /∈ c

where d is the document to be classified, di is the i-th sample document, cj is

the j-th category, y(d, c) indicates whether document d belongs to category cj
(y(d, cj) is 1 if d belong to cj and 0, otherwise), and bj is a preset threshold of cj .

Sim(d, dj) is the similarity between the document d and dj . A commonly used

distance metric for continuous variables is the Euclidean distance to measure the

similarity among them. For text classification, another metric can be used such

as the overlap metric (or Hamming distance). Often, the classification accuracy

of KNN can be improved significantly if the distance metric is learned with spe-

cialized algorithms for instance, large margin nearest neighbor or neighborhood

components analysis.

4.4 Classification

In Figure 7, after building sample graphs from selected tokens, we use them as

sample elements in the KNN algorithm. When a new message comes in, we select

good tokens and build a testing graph as described before.
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Figure 7: KNN algorithm

To apply KNN with graph-based representation, we need to define a new

algorithm for measuring the similarity of two graphs by using their nodes, edges,

and the weights of edges.

– FW (Feature Weight) [Wang and Liu, 2010]: it describes the similarity be-

tween two graphs. Mainly the calculation is to add weights of the edges of

which both endpoint nodes and the edge itself appear simultaneously in the

two graphs.

We have improved this algorithm from [Wang and Liu, 2010]. It is more strict

and helps to improve the accuracy. It is stated as follows:

Input:

Testing graph tg, sample graph sg

Output

FW

Procedure:

1. For each edge in tg

2. If edge in sg

3. nextEdge = getNextEdge(edge,tg) //get next edge of

// edge in testing graph

4. If nextEdge in sg

5. If wij(tg) ≥ wij(sg)

6. If j >i

7. FW+=α × wij(sg)

8. Else if i=j

9. FW+= wij(sg)

10. End if

11. Else If wij(tg) <wij(sg)

12. If j >i
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13. FW+= α × wij(tg)

14. Else if i=j

15. FW+= wij(tg)

16. End if

17. End if

18. End if

19. End if

20. End for

Algorithm 1. Calculate the similarity weight between two graphs

In the algorithm, α is the value that we use to enhance the effect of edge

weight in classification. The reason is because we believe that the weight of edges

are more important than that of the nodes. The experimental results verifies this.

We define a factor calledNfp (Not fit percent) to be used in the classification.

It indicates how many nodes in the sample graph with their weights larger than

zero also appear in the test graph.

Nfp =
|{node|node ∈ tg ∧ node ∈ sg}|
|Number of Feature terms| (6)

We calculate this value of testing graph and sample graph before calculating

the similarity weight of two graphs. If Nfp is greater than threshold that we de-

fined, we will calculate FW value of two graphs. Otherwise, it means two graphs

does not belong to same category and we do not need to calculate their similarity

weight. This process helps to improve the performance and the complexity of

similarity algorithm can be reduced greatly.

The detail of the graph-based KNN algorithm used to detect spam SMS is

described as follows:

Input:

Testing graph gi
Sample graph collection SG={sg1,sg2,. . . ,sgi,. . . ,sgn}
Value K

Output

Class of messagei
Procedure:

1. Initial List RL to store FW and message category

2. For each sg in Sample Graph

3. If Nfp(tg,sg) > THRESHOLD

4. Calculate FW(tg,sg)

5. If RL is not full

6. Add FW(tg,sg) and Cateogory of sg into RL
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Figure 9: Experimental result

Figure 10 is the performance comparison with different step length values.

When step length values are increased, the processing is more complex and the

performance is lower.

Figure 10: Experimental performance

6 Conclusion and Future Work

In this paper, we have proposed the Graph-based KNN algorithm for spam SMS

detection. According to this method, detection accuracy and performance are
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improved from a previous version. The performance and the accuracy of our

method are verified by experimenting on real SMS message collections. We also

compared our method with other detection methods and the result proves the

efficiency of our proposed method. In the future, we plan to apply this method

to classifying multi-language SMS messages or detecting spam in chatting ap-

plications.
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