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Abstract: In a wireless mesh network (WMN), gateways act as the bridges between
the mesh backbone and the Internet, and significantly affect the performance of the
whole network. Hence, how to determine the optimal number and positions of gate-
ways, i.e., gateway deployment, is one of the most important and challenging topics in
practical and theoretical research on designing a WMN. Although several approach-
es have been proposed to address this problem, few of them take load balancing and
interference minimization into account. In this paper, we study the Load-balancing
and Interference-minimization Gateway Deployment Problem (LIGDP), which aims
to achieve four objectives, i.e. minimizing deployment cost, minimizing MR-GW path
length, balancing gateway load and minimizing link interference. We formulate it as a
multi-objective integer linear program (ILP) issue first, and then propose an efficient
gateway deployment approach, called LIGDP Heuristic. The approach joints two
heuristic algorithms, i.e., MSC-based location algorithm (MLA) and load-aware and
interference-aware association algorithm (LIAA), to determine gateway positions and
construct GW-rooted trees. Simulation results not only show that the trade-off be-
tween deployment cost and network performance can be achieved by adjusting R-hop,
GW throughput and MR throughput constraints, but also demonstrate that, compared
with other existing approaches, LIGDP Heuristic performs better on MR-GW path,
load balancing and interference minimization without deploying more gateways.
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1 Introduction

As a promising technology to provide ubiquitous Internet access, wireless mesh

networks (WMNs) [Akyildiz et al. 2005, Bruno et al. 2005, Zhang et al. 2006]

have received more and more attention recently. This is due to their attractive

characteristics, including low infrastructure cost, large coverage area, flexible

deployment, easy maintenance and robustness. The most commonly used mesh

architecture is referred to as two-tier WMNs, also called infrastructure WMNs

[Akyildiz et al. 2005]. As shown in Figure 1, an infrastructure WMN consists

of a backbone tier and an access tier. In the WMN, nodes are comprised of

static mesh routers (MRs) and mobile mesh clients (MCs). A small fraction of

MRs, called gateways (GWs), are configured with wired links, which act as the

bridges between the WMN and the Internet. MRs, constituting the backbone

tier, not only provide wireless connections for MCs in their respective domains

as access points, but also relay traffic for other MRs as routers. MCs are mobile

clients in the access tier, e.g., desktops, laptops, PDA and phones. To achieve

Internet access, each MC associates with one of the nearest MRs, and connects

to a gateway through wireless multi-hop forwarding.

Figure 1: Architecture of Infrastructure WMN

In a WMN, relatively higher bandwidth and various quality of service (QoS)

are required by mobile users. Furthermore, the bandwidth and QoS demands are

keeping rising. Hence, it is urgent and challenging to improve the performance

of WMNs, especially network throughput. There have been a lot of research

works about WMNs in recent years, and most of them [Alicherry et al. 2005,

Raniwala et al. 2005,Draves et al. 2004] focus on routing, channel assignment,

link schedule, etc. In these works, network performance is improved in the case

of a deployed WMN. Moreover, network performance can also be optimized in

the phase of WMN design, e.g., optimizing the number and positions of network

nodes. Nevertheless, the research in this respect is still in its infancy and full of

challenges.

Gateway deployment, as an indispensable part of WMN design, is to de-
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termine the optimal number and positions of gateways in a WMN. Since most

users are primarily interested in Internet access, gateways that connect the WM-

N with the wired Internet are inevitably become critical nodes. In other words,

the number of gateways and their positions will have a great impact on network

performance. Adding additional gateways can share the load of congested gate-

ways and improve network throughput. Meanwhile, choosing proper gateway

positions can also optimize network topology and traffic distribution. Howev-

er, due to expensive construction of wired links in gateways, deploying more

gateways will significantly increase the cost. Hence, there is a trade-off between

deployment cost and network performance, and it is important to minimize the

number of gateways while satisfying network performance requirements.

As discussed above, gateway deployment is a practical and meaningful prob-

lem, and should be well addressed. Several research efforts [Aoun et al. 2006,Be-

jerano 2004,Chandra et al. 2004,Durocher et al. 2008,He et al. 2008,Li et al.

2008,Marco, 2008, Zhou et al. 2007, Zeng et al. 2009] have been made to place

gateways strategically in WMNs. These approaches aim to minimize the num-

ber of gateways with various network parameters considered, such as traffic

demand, network throughput, node capacity, link bandwidth, and path length.

Unfortunately, few of them consider load balance and interference minimization.

Although Zeng et al. [Zeng et al. 2009] have proposed two algorithms to address

the load-balancing gateway deployment problem, their solutions doesn’t take

interference minimization into account.

Traffic aggregation make gateways become the bottlenecks of WMNs. Im-

balance of gateway load will lead to heavy congestion of partial gateways, and

dramatically influence the network throughput. Interference is fundamental to

wireless networks, due to the broadcast nature of wireless medium [Lukovszki

et al. 2006]. In WMNs, if gateways are deployed densely, excessive interference

among them will significantly affect network performance. Hence, it is neces-

sary to consider load balancing and interference minimization when determining

the positions of gateways. In this paper, we address the Load-balancing and

Interference-minimization Gateway Deployment Problem (LIGDP), i.e., con-

sidering load balancing and interference minimization in the process of gateway

deployment. We formulate the LIGDP problem as a multi-objective integer lin-

ear program (ILP) issue first, and then propose an efficient gateway deployment

approach to address the problem. Finally, we evaluate the performance of the

proposed approach via simulations. In summary, this paper has four-fold main

contributions:

(1) We find that existing gateway deployment approaches may lead to imbalance

of gateway load and heavy interference, and define the LIGDP problem that

considers load balancing and interference minimization.

(2) We describe the LIGDP problem as a multi-objective optimization problem,
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and formulate it using ILP. Four objective functions are defined, in terms

of deployment cost, MR-GW path length, load balancing and interference

minimization.

(3) We propose a novel gateway deployment approach, called LIGDP Heuris-

tic. It includes two heuristic algorithms, i.e., MSC-based location algorithm,

and load-aware and interference-aware association algorithm.

(4) We evaluate the proposed LIGDP Heuristic on the number of gateways,

the average length of MR-GW paths, the standard deviation of gateway load

and the average interference of active links. We discuss the impact of R-hop,

GW throughput and MR throughput constraints, and compare LIGDP

Heuristic with other existing approaches.

The rest of the paper is organized as follows. Section 2 reviews the existing

gateway deployment approaches for WMNs. In Section 3, we introduce system

model, describe the LIGDP problem and formulate the problem as an ILP is-

sue. In Section 4, we propose an efficient heuristic approach, called LIGDP

Heuristic. In Section 5, the performance of the proposed approach is evaluated

via simulations. Finally, Section 6 concludes the paper and puts forward some

possible future directions.

2 Related Work

WMNs have been an attractive research area in the last few years. Akyildize

et al. [Akyildiz et al. 2005] presented a survey of WMNs, and discussed some

open research issues. Among these research issues, gateway deployment is one

of the most important challenges, and has become a hot research topic. Some

researchers have begun to study this problem and proposed several approaches.

Gateway deployment is a combinatorial optimization problem, and has been

proved to be NP-hard [He et al. 2008]. In the literature, existing approaches

can be mainly classified into two categories: heuristics and meta-heuristics (in

particular genetic algorithms).

Chandra et al. [Chandra et al. 2004] addressed the gateway deployment prob-

lem aimed at minimizing the number of gateways while satisfying the bandwidth

requirements of all clients. The problem was formulated as a network flow prob-

lem, and a max-flow min-cut based algorithm was developed for gateway selec-

tion. They defined three wireless link models, and developed heuristic algorithm-

s for each model. Bejerano [Bejerano 2004] addressed the gateway deployment

problem as a variant of the capacitated facility location problem (CFLP), and

proposed a clustering algorithm. Each gateway served a cluster of its nearby

MRs, and a spanning tree rooted at the gateway (cluster head) was used for

message delivery. Bejerano’s approach [Bejerano 2004] took two steps. The first

step was to find a minimal number of disjoint clusters containing all the nodes
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subject to an upper bound on clusters’ radius. The second step was to place a

spanning tree in each cluster and subdivide the clusters which violate the relay

load or cluster size constraints. Aoun et al. [Aoun et al. 2006] and He et al. [He

et al. 2008] improved Bejerano’s work [Bejerano 2004]. They also adopted a clus-

tered view, but their approaches were different. Aoun et al. [Aoun et al. 2006]

proposed a recursive gateway selection approach. A one-hop dominating-set was

first formed from the original network graph and this result was used as the

input to the next recursion. The greedy dominating-set searching operation con-

tinued until the cluster radius reached R, which was the predefined upper bound

of cluster radius. He et al. [He et al. 2008] also proposed heuristic approaches to

address the gateway deployment problem. The optimization objectives included

not only minimizing the number of gateways, but also minimizing the average

length (hop count) of MR-GW paths. They developed two heuristic algorithms:

degree based greedy dominating tree set partitioning (Degree based GDTSP)

and weight based greedy dominating tree set partitioning (Weight based GDT-

SP).

In addition, the gateway deployment problem can also be addressed by ge-

netic algorithms. Marco [Marco, 2008] proposed a genetic algorithm for gateway

deployment optimization. Zeng et al. [Zeng et al. 2009] focused on the opti-

mization of the cost and load balance in the gateway deployment strategy, and

proposed a heuristic algorithm and a genetic algorithm respectively. The genetic

algorithm had the advantage of global search for multiple goals, and got a better

solution at the price of computing complexity.

It is clear that gateway deployment is a hot research topic currently, and

several approaches have been proposed. However, there are still some deficien-

cies in the existing approaches. Most of them simplify the problem without

link interference considered. It is necessary to consider load balancing in the

phase of gateway deployment, but this is not included in most existing research.

There have been several works on load-balancing routing in WMNs [Hsiao et

al. 2001,Bejerano et al. 2007,Hundewale et al. 2007,Huang et al. 2009]. Hsiao

et al. [Hsiao et al. 2001] introduced two kinds of load balanced trees for wire-

less access networks which were fully load-balanced trees and top load-balanced

trees. They also provided an algorithm to readjust or rebalance an unbalanced

tree. Bejerano et al. [Bejerano et al. 2007] studied the load balance problem in

WMNs and proposed an approximation algorithm to balance load of network

nodes while maximizing network utilization. However, these works are under the

circumstances that network topology has been constructed in advance.

In this paper, we aim to address the LIGDP problem that taking load balanc-

ing and interference minimization into account. We first formulate this problem

using the ILP method. Then we propose an efficient approach called LIGDP

Heuristic. Finally, the performance of LIGDP Heuristic is evaluated.
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3 LIGDP Problem

As shown in Figure 1, the WMN consists of a backbone tier for interconnection

between MRs and an access tier for connection between MRs and MCs. To

address the LIGDP problem, we only focus on the topology of the backbone

tier, and ignore MCs in the access tier for simplicity. In this section, we first

describe the assumptions and notations. Then, we describe the LIGDP problem.

Finally, we formulate this problem as an ILP issue. For the sake of clarity, Table

1 summarizes the notations used in the following analysis.

Table 1: Summary of Notations

Symbol Definition Symbol Definition

G(M,L) WMN backbone M Set of MRs

L Set of wireless links n Number of MRs

k Number of gateways mi,mj MR node

Mg Set of gateways li,j Link between two MRs

di,j Distance between two MRs (ix, iy) Coordinate of MR mi

rt Radius of transmission range N(mi) MR’s Neighborhood

Pi,j Transmission path hi,j Path length of Pi,j

R Maximum path length fi Traffic aggregated by MR mi

NR(mi) R-hop neighborhood ii,j,p,q Interference between two links

Cm MR throughput capacity rs Radius of interference range

Cg Gateway throughput capacity AL Set of active links

Ns(mi) Interference neighborhood I(li,j) Link’s interference domain

3.1 Assumptions and Definitions

The WMN backbone is viewed as an undirected graph G(M,L) with MR set

M and link set L, and the number of MRs is denoted as n. M = {m1, . . . ,

mn} is the set of MRs, which are deployed on a two dimensional Euclidean

plane. The position of MR mi is static after deployment, and denoted by (ix, iy),

where ix is its x-coordinate and iy is its y-coordinate. Let di,j be the Euclidean

distance between MRs mi and mj, i.e., di,j =
√
(ix − jx)2 + (iy − jy)2. We

assume that each MR mi has a circular transmission range with radius rt, and

its neighborhood, denoted by N(mi) (including mi), is the set of nodes that

reside within its transmission range, i.e., di,j < rt for each mj ∈ N(mi). A

bidirectional wireless link exists between MR mi and its neighbor mj , which is

represented as an edge li,j , and li,j ∈ L. MR mi can communicate with MR mj

(mj /∈ N(mi)) through multi-hop wireless forwarding. The transmission path is

denoted by Pi,j , and hi,j is the length (hop count) of this path. Among n MRs,

there are several MRs deployed as gateways. The set of gateways is represented

by Mg, and their number is denoted as k.
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We consider the delay and bandwidth in a WMN. In multi-hop transmission,

delay occurs at each hop due to contention for wireless channel, packet queuing

and processing. A few hops will cause significant delay. Meanwhile, as proposed

by Li et al. [Li et al. 2001], when path length increases, the bandwidth ob-

tainable for an originating node linearly decreases. Hence, MR-GW path length

is bounded by R in our work. The R-hop neighborhood of MR mi, denoted by

NR(mi), is the set of nodes that reside within R-hop range, i.e., hi,j ≤ R for each

mj ∈ NR(mi). In order to guarantee the efficient utilization of bandwidth, we

bound the gateway throughput and MR throughput by Cg and Cm (Cg > Cm)

based on the capacity of wireless links.

In a WMN, each MRmi aggregates traffic fromMCs, and its traffic is denoted

as fi. Since most users in WMNs are primarily interested in Internet access,

traffic patterns are different from a pure multi-hop wireless network. The traffic

in a WMN is not randomly generated between arbitrary pairs of MRs, but

mostly directed to/from gateways that connect the WMN to the wired Internet.

So in this paper, we only consider the traffic directed to/from gateways. We can

construct GW-rooted relay trees [He et al. 2008] for traffic forwarding in wireless

mesh backbone, as illustrated in Figure 2. In the example of a WMN topology,

MRs m7 and m15 are configured as gateways, and two spanning trees rooted

at m7 and m15 are generated. Each MR associates with a gateway through

attaching to a GW-rooted tree. MR-GW path is the path between a MR and its

associated gateway in the GW-rooted tree, e.g., the MR-GW path of MR m3 is

the path between m3 and its root m7 in the m7-rooted tree. Some of the links in

L are included in GW-rooted trees, and the links employed for data transmission

are active links, denoted by AL.

m1

m2

m3

m4

m5

m6

m8

m10

m11

m9

m7

m12

m15

m14

m13

m17

m18

m16

Figure 2: GW-rooted Tree Topology

In wireless networks, interference prevents wireless devices from correctly

receiving packages, and can be characterized by a physical interference model

or a protocol interference model [Gupta et al. 2000]. In the physical model, the

packets transmitted from node mi to node mj are well received if the Signal

to Interference and Noise Ratio (SINR) at node mj (the receiver) is above a
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certain threshold. In the protocol model, the interference relationship between

two links is determined by the specified interference range. The physical model

is not suitable for large-scale WMNs due to its high computational complexity,

and we can properly set the interference range so that a physical interference

model can be accurately transformed to a protocol interference model [Shi et

al. 2009]. Hence, we adopt the protocol interference model in this work. We

assume that the interference range of every MR is its carrier sensing range,

and use rs to denote the radius of the circular range. Ns(mi) represents the

interference neighborhood of MR mi, which is the set of nodes that can interfere

with node mi. A transmission over link li,j is successful when the nodes in

(Ns(mi)∪Ns(mj))\{mi,mj} are silent during this transmission. Therefore, the

interference domain of link li,j , denoted as I(li,j), is the set of links, of which

one node or both two nodes are in Ns(mi) ∪Ns(mj). We use a binary variable

ii,j,p,q to represent the interference relation between two links l(i, j) and l(p, q).

The variable ii,j,p,q = 1 if lp,q ∈ I(li,j), and ii,j,p,q = 0 otherwise.

3.2 Problem Description

Gateway deployment, in its simplest form, is to select k nodes (k is not fixed

before) from a WMN with n MRs (k ≤ n) to serve as gateways and construct

the corresponding GW-rooted trees, while optimization objectives are achieved

and constraints are satisfied. In this paper, we plan to address the LIGDP prob-

lem, i.e., the gateway deployment problem with load balancing and interference

minimization considered. It is a multi-objective optimization problem, which has

multiple optimization objectives and several constraints.

Based on our network model and analysis of this problem, four objectives are

considered, i.e., minimizing deployment cost, minimizing MR-GW path length,

balancing gateway load and minimizing link interference. The four optimization

objectives are defined as follows:

– Minimizing deployment cost: Because of expensive deployment of wired

links in gateways, the deployment of additional gateways will increase the

investment cost significantly. Hence, it is necessary to minimize the deploy-

ment cost, while satisfying the performance requirements.

– Minimizing MR-GW path length: As discussed above, in multi-hop

forwarding, MR-GW path should be shortened to improve network perfor-

mance, such as available bandwidth improvement and transmission delay

reduction. Hence, minimization of MR-GW path length is another objective

in the problem.

– Balancing gateway load: All Internet traffic passes through gateways,

and may cause one or more network bottlenecks due to gateway congestion.

Nevertheless, the bottlenecks can by avoided through balancing gateway

load. Therefore, we plan to achieve load balancing among gateways in the

phase of gateway deployment.
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– Minimizing link interference: Interference significantly affects the effi-

ciency of resource utilization in wireless networks. So interference among

links should be avoided as much as possible.

While k gateways are selected from n MRs, it should satisfy several con-

straints. We model the problem with the following constraints.

– R-hop constraint: As discussed above, the length of MR-GW path should

be bounded by R hops.

– Full association constraint: Adequate gateways should be located such

that all MRs can achieve MR-GW association. This means that each MR

should have at least one gateway in its R-hop range so that all MRs have

the Internet accessibility by single hop or multiple hops.

– GW throughput constraint: Each gateway has the upper bound of the

throughput, denoted as Cg. Therefore, the amount of MRs associated with a

gateway is limited, and the traffic generated from its associated MRs cannot

exceed its maximum throughput capacity.

– MR throughput constraint: Each MR has its throughput capacity, de-

noted as Cm. Therefore, the traffic (local traffic and relaying traffic) passing

through a MR cannot exceed its maximum throughput capacity.

– GW-rooted relay tree constraint: A gateway and its associating MRs

maintain a tree structure. The traffic is forward by the edges (wireless links)

in the tree, and directed to/from the root (gateway).

3.3 ILP Formulation

In this section, we formulate the LIGDP problem as an ILP issue with four opti-

mization objectives and several constraints. In the ILP formulation, the gateway

location variable

xi =

{
1, MR mi is selected as a gateway

0, otherwise
(1)

, the MR-GW association variable

yi,j =

{
1, MR mj associates with GW mi

0, otherwise
(2)

, the MR ancestor variable

zi,j =

{
1, MR mi is ancestor node of MR mj in the GW-rooted tree

0, otherwise
(3)

and the MR parent variable

ei,j =

{
1, MR mi is parent node of MR mj in the GW-rooted tree

0, otherwise
(4)
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are defined for all i, j = 1, 2, . . . , n.

Our objective functions are formulated as follows:

min

n∑
i=1

xi (5)

min
1

n
·

n∑
i=1

n∑
j=1

yi,j · hi,j (6)

min max
i=1,2,...,n

n∑
j=1

yi,j · fi (7)

min max
ei,j=1

n∑
p=1

n∑
q=1

ii,j,p,q · ep,q (8)

subject to
yi,j ≤ xi (9)

yi,j · hi,j ≤ R (10)

n∑
i=1

yi,j = 1 for all j = 1, 2, . . . , n (11)

n∑
j=1

yi,j · fj ≤ Cg for all i = 1, 2, . . . , n (12)

(1− yi) ·
n∑

j=1

zi,j · fj ≤ Cm for all i = 1, 2, . . . , n (13)

zk,j · yi,j ≤ yi,k for all i, j, k = 1, 2, . . . , n (14)

ei,j · hi,j ≤ zi,j for all i, j = 1, 2, . . . , n (15)

where
xi, yi,j , zi,j , ei,j = 0, 1 for all i, j = 1, 2, . . . , n (16)

Formula (5) represents the objective of minimizing deployment cost, i.e., min-

imizing the number of gateways. Formula (6) shows the objective of minimizing

the MR-GW path length. Formula (7) denotes that the objective of balancing

gateway load is achieved by minimizing the load of congested gateways. Formula

(8) indicates the objective of minimizing link interference. The above four ob-

jectives are subjected to the following constraints. Inequation (9) denotes that

mj associates with mi only when mi is selected as a gateway. Inequation (10)

shows that MR-GW association is limited by R-hop constraint. Equation (11)

guarantees that each MR associates with a gateway. Inequation (12) and (13)

provide an upper bound on gateway throughput and MR throughput respec-

tively. Inequation (14) shows that if MR mk is ancestor node of mj , mk and

mj must associates with the same gateway. Inequation (15) indicates that mi is

parent node of mj only when mi is ancestor node of mj and hi,j = 1.
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As discussed above, the LIGDP problem is formulated as a multi-objective

ILP issue. We can transfer multiple objectives to a single objective by forming

a weighted combination of different objectives, and solve this problem by ILP

solvers [He et al. 2008], such as MATLAB, CPLEX and LINGO. However, the

running time of ILP solvers is too long for large-scale networks because of large

solution space. Hence, we propose an efficient heuristic approach to address this

problem in the next section.

4 LIGDP Heuristic

When n MRs are deployed in a WMN, positions of MRs are the candidates for

gateway deployment. The optimal solution of gateway deployment can be found

by a brute-force search. In the worst case, the brute-force search totally results

in 2n − 1 choices, and at each choice it involves the evaluation of optimization

objectives and the validation of above-listed constraints. Although the brute-

force approach is simple, its complexity suffers from exponential growth. Thus,

it is impractical when n increases.

In this paper, we propose an efficient approach, called LIGDP Heuristic,

that is able to find an approximating optimal solution of gateway deployment in

a WMN. To address the LIGDP problem, it requires solving two subproblems:

gateway location and MR-GW association. LIGDP Heuristic involves two

algorithms to solve the two subproblems respectively. The first one is MSC-based

location algorithm (MLA) and the second one is load-aware and interference-

aware association algorithm (LIAA). The MLA algorithm is to select minimum

gateway positions while satisfying all the constraints. Then the LIAA algorithm

is proposed to achieve MR-GW association and construct GW-rooted trees.

4.1 MSC-based Location Algorithm

In the minimum set cover (MSC) problem [Chvatal 1979], let S be a collection of

subsets of a given universe U and S covers U , i.e.,
⋃
s∈S

s = U . The MSC problem

is to find the minimum cardinality subset of S, denoted as msc(S), to covers U ,

i.e.
⋃

s∈msc(S),msc(S)⊂S

s = U .

We model a WMN backbone by an undirected graph G(M,L), as described

in Section 3. Gateway location is to select the minimum number of gateways that

guarantee the full MR-GW association and satisfy all other constraints. MR mj

can associate with GWmi if MR mj is in the R-hop range of GW mi. Hence, this

is similar to looking for the MSC of S, while S = {NR(m1), NR(m2), . . . , NR(mn)}
and U = {m1,m2, . . . ,mn}. However, due to gateway throughput and MR

throughput constraints, not all MRs in the R-hop of a gateway can associate

with the gateway. This limitations make gateway location more complex than

MSC.
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Based on the above analysis, we propose a MSC-based location algorithm

(MLA), employing greedy heuristic for MSC [Chvatal 1979]. Here, we use the

term “cover” to represent that MR mj is in the R-hop range of GW mi, i.e., GW

mi covers MR mj . MLA algorithm determines gateway positions iteratively, and

in each iteration, it choose the MR with maximum weight as a gateway. In the

Algorithm 1 MSC-based Location Algorithm (MLA)

1: Mg ← ∅, U ←M
2: while U �= ∅ do
3: for all mi such that mi ∈ U do
4: weight calculation for Wm(mi)
5: end for
6: select mg ∈ U with the maximum weight
7: Mg ←Mg ∪ {mg}
8: U ← U \ {mg}
9: determining D(mg) from NR(mg) with R-hop, Cg and Cm constraints
10: for all mj such that mj ∈ D(mg) do
11: if hg,j = R then
12: if |Mg ∩NR(mj)| ≥ 2 then
13: U ← U \ {mj}
14: end if
15: else
16: U ← U \ {mj}
17: end if
18: end for
19: end while

algorithm, the weight calculation of MR mi is defined as follows:

Wm(mi) =
∑

mj∈NR(mi)

1

(hi,j + 1) · 2λj
(17)

where λj =
∑

mk∈Mg ,hk,j≤R

1
hk,j+1 . The weight of MR mi is not simply the num-

ber of nodes within its R-hop neighborhood, as presented in [Bejerano 2004].

Instead, it is a weighted sum, which is not only inversely proportional to the

path length between MR mi and MR mj , but also inversely proportional to the

number of selected gateways covering node mj , where node mj is within the

R-hop neighborhood of node mi. It means that MRs farther away will have a

lower contribution to the value of Wm(mi), since it has negative impact on the

throughput of network. Meanwhile, nodes covered by more gateways also con-

tribute less to the value of Wm(mi), because nodes covered by fewer gateways

should be covered preferentially.

The MLA algorithm is illustrated in Algorithm 1. Let Mg be the set of

selected gateways, let U be the set of uncovered MRs and let D(mg) be the

coverage domain of GW mg. Initially, Mg ← ∅, U ← M . In each iteration, the

algorithm selects the node mg ∈ U with the maximum weight value as a gateway

and adds it to Mg. GW mg and its covered MRs are removed from U . In order to

mitigate imbalance of MRs covered by each gateway, the boundary MRs in the
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R-hop range of GW mg will stay in U if they are only covered by one gateway.

This step is done until U = ∅.
4.2 Load-aware and Interference-aware Association Algorithm

Algorithm 2 Load-aware and Interference-aware Association Algorithm (LIAA)

1: AL← ∅, CL← L,CM ← M \Mg , t← 0, tree(i)← null for all i = 1, 2, ..., n
2: for i = 1; i ≤ n; i++ do
3: if mi ∈Mg then
4: t← t+ 1, Mt ← {mi}, Lt ← ∅, LDt ← fi, rtt ← i, tree(i)← t
5: end if
6: end for
7: while |AL| < n− |Mg | do
8: weight← 1, optLink ← null
9: for all li,j such that li,j ∈ CL do
10: if mi �∈ CM and mj �∈ CM then
11: CL← CL \ {li,j}
12: end if
13: if (mi �∈ CM and mj ∈ CM) or (mi ∈ CM and mj �∈ CM) then
14: t← tree(i) or tree(j)
15: if Satisfying R-hop, Cm, and Cg constraints then
16: weight calculation for Wl(li,j , t)
17: if Wl(li,j , t) < weight then
18: weight←Wl(li,j , t), optLink ← li,j
19: end if
20: else
21: CL← CL \ {li,j}
22: end if
23: end if
24: end for
25: if optLink �= null then
26: AL← AL ∪ {optLink}, CL← CL \ {optLink}
27: ma ← one end of optLink, mb ← the other end of optLink
28: if ma �∈ CM then
29: t← tree(a), CM ← CM \ {mb}
30: tree(b)← t, Mt ←Mt ∪ {mb}, Lt ← Lt ∪ {la,b}, LDt ← LDt + fb
31: else
32: t← tree(b), CM ← CM \ {ma}
33: tree(a)← t, Mt ←Mt ∪ {ma}, Lt ← Lt ∪ {la,b}, LDt ← LDt + fa
34: end if
35: end if
36: end while

The MR-GW association procedure shown in Algorithm 2 allocates MRs to

GW-rooted trees iteratively. Let AL be the set of active links, CL be the set of

potential active links, CM be the set of MRs out of GW-rooted trees. We use

notation t to be the unique identity of trees, and notation tree(i) to represent

the tree that MR mi belongs to. For tree t, notations Mt, Lt, LDt and rtt denote

its node set, link set, load and root respectively. In each iteration, among all the

links adjacent to GW-rooted trees, i.e., only one end (MR) of these links is in

a GW-rooted tree, the link with the minimum weight is chosen. The other end

(MR) of the selected link is added to the GW-rooted tree, and the link becomes
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an active link. This step is done until n−|Mg| active links are selected. In LIAA

algorithm, the weight calculation of link li,j is defined as follows:

Wl(li,j , t) =
hrtt,i + 1

R
· |I(li,j) ∩ AL|+ 1

|AL|+ 1
·

(Ldt − min
p=1,2,...,k

Ldp) + 1

( max
p=1,2,...,k

Ldp − min
p=1,2,...,k

Ldp) + 1
(18)

where rtt is the root of tree t and Ldt is its current load. For link li,j , end mi

has been in the tree rooted by roott, and end mj is out of any gateway-rooted

tree. When we choose active links, three factors are considered, i.e., MR-GW

path length, link interference and gateway load. So, the weight calculation is

comprised of three corresponding parts. The first part
hrtt,i+1

R indicates that

shorter MR-GW path will lower the weight value. The second part
|I(li,j)∩AL|+1

|AL|+1

implies that the link causing less interference will be chosen preferentially. The

third part
(Ldt− min

p=1,2,...,k
Ldp)+1

( max
p=1,2,...,k

Ldp− min
p=1,2,...,k

Ldp)+1 prevents links adjacent to the overloaded

trees being selected.

4.3 Complexity Analysis

In our proposed LIGDP Heuristic, we consider a graph G(M,L) with n nodes.

Firstly, we need to obtain NR(mi) for each mi ∈ M . It can be implemented by

finding the shortest path between each node pair. We use Floyd’s algorithm

[Cormen et al. 2001], and its time complexity is O(n3). We also need to obtain

I(li,j) for each li,j ∈ L, and its time complexity is O(|L|2). Then, the gateway

location algorithm MLA has at most n iterations. In each iteration, at most n

nodes have its weight calculated, and the time complexity of calculating a node

weight is O(n). The time complexity of gateway location is O(n3). Finally, the

MR-GW association algorithm LIAA has n−|MG| iterations. In each iteration, at

most |L| links have its weight calculated, and the time complexity of calculation

a node weight is O(|MG|). The time complexity of MR-GW association is O(n ·
|L| · |MG|). Because |L| ≤ n2 and |MG| < n, LIGDP Heuristic is with the

polynomial time complexity of O(n4).

5 Performance Evaluation

We implement the proposed approach LIGDP Heuristic (MLA and LIAA

algorithms) using Matlab, and evaluate its performance through simulation ex-

periment. Our experiment consists of two parts: in the first part, we discuss the

impact of R-hop, GW throughput and MR throughput constraints; in the second

part, we compare the proposed approach with other existing approaches.

5.1 Performance Metrics

We evaluate the four objectives as discussed in Section 3, i.e., minimizing de-

ployment cost, minimizing MR-GW path length, balancing gateway load and
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minimizing link interference. In the following, four corresponding metrics are

defined to measure these objectives.

– Number of gateways: We use number of gateways to reflect the deploy-

ment cost. As the larger number of deployed gateways for a given network

is, the higher will be deployment cost.

– Average length of MR-GW paths: We use average length of MR-GW

paths to reflect the performance of MR-GW paths. Short path indicates high

bandwidth and low latency.

– Standard deviation of gateway load: We introduce standard deviation

of gateway load, i.e.,

√√√√
∑

mi∈Mg

(load(mi)− avgLoad)2

(|Mg| − 1)
(19)

, as the metric for load balance among gateways. avgLoad is the average of

gateway load. A low standard deviation indicates that the gateway load tend

to be very close to the average, whereas high standard deviation indicates

the imbalance of gateway load.

– Average interference of active links: We use average interference of

active links, i.e.,
1

|AL| ·
∑

li,j∈AL

|I(li,j) ∩ AL| (20)

, to measure link interference in the network. AL is the set of active links,

and I(li,j) is the set of links interfered by link li,j .

5.2 Parameter Configurations

Parameter configurations of the simulation experiment are shown in Table 2.

We simulate WMN backbones with different scales. MRs are randomly and in-

dependently distributed in a square network domain. Each MR has 1 unit of

local traffic demand. The minimum distance separating any pair of nodes is set

to 150 meters because placing MRs very close to each other is not common in

practice [Aoun et al. 2006]. When network size increases, additional MRs will

join the backbone to maintain the node density.

5.3 Impact of R-hop, GW Throughput and MR Throughput

Constraints

We consider a network of 600 MRs distributed over a 4900 m × 4900 m square do-

main. In order to see the impact of R-hop, GW throughput and MR throughput

constraints, we evaluate the performance of LIGDP Heuristic with different

constraints. The R-hop, GW throughput and MR throughput constraints (R,
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Cg, Cm) are set to be (2, 16, 4), (2, 20, 5), (3, 24, 6), (3, 28, 7), (4, 32, 8) and

(4, 36, 9) respectively, and four performance metrics are used, i.e., number of

gateways, average length of MR-GW paths, standard deviation of gateway load,

and average interference of active links. We run the algorithm with different

constraints 20 times and use the average results as the final results. Every time,

600 MRs are randomly redistributed in the network domain.

Table 2: Common simulation parameters

Parameter Value

Network size 100 MRs over a 2000 m × 2000 m area

200 MRs over a 2800 m × 2800 m area

300 MRs over a 3500 m × 3500 m area

400 MRs over a 4000 m × 4000 m area

500 MRs over a 4500 m × 4500 m area

600 MRs over a 4900 m × 4900 m area

Transmission-range radius rt 250 m

Carrier-Sensing-range radius rs 500 m

Local traffic demand of each MR fi 1

Hop-constraint R 2, 3 or 4

Upper bound of MR throughput Cm 4, 5, 6, 7, 8 or 9

Upper bound of GW throughput Cg 16, 20, 24, 28, 32 or 36

Table 3: Varying R-hop, GW throughput and MR throughput constraints

Constraints Number Length of Deviation of Interference of

(R, Cg, Cm) of GWs MR-GW paths GW load active links

(2, 16, 4) 88.5000 1.0651 1.6699 20.6753

(2, 20, 5) 86.5500 1.0757 1.7650 20.7508

(3, 24, 6) 58.6000 1.4495 2.2790 21.1304

(3, 28, 7) 53.4500 1.5127 2.4530 21.2218

(4, 32, 8) 47.2500 1.7142 3.1733 21.6674

(4, 36, 9) 42.1000 1.8066 3.1834 21.8473

Table 3 reports the simulation results in term of the number of gateways,

the average length of MR-GW paths, the standard deviation of gateway load

and the average interference of active links. Six rows refers to the results under

different constraints respectively. The main observation made from the results

in Table 3 is that when we relaxes these constraints gradually, the number of

deployed gateways will decrease, but the average length of MR-GW paths, the

standard deviation of gateway load and the average interference of active links

will increase at the same time. It is because the coverage range of gateways is

extended, and the number of MRs severed by each gateway increases. Hence, we

find that there exist certain contradictions between minimizing deployment cost
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and improving network performance. They cannot be achieved simultaneously.

Meantime, we also find that constraints R, Cg and Cm are three configurable

parameters which can provide a trade-off between minimizing deployment cost

and improving network performance.
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Figure 6: Comparison on Average In-

terference of Active Links

5.4 Comparison with Other Existing Approaches

In this part of the simulation experiment, our approach LIGDP Heuristic is

compared with two previous works proposed by Aoun et al. [Aoun et al. 2006]

and He et al. [He et al. 2008]. The approach proposed by Aoun et al. [Aoun et

al. 2006] is a weighted recursive algorithm, and the approach proposed by He

et al. [He et al. 2008] is a weight based GDTSP algorithm. We fix the following

parameters, that is, R = 3, Cg = 24 and Cm = 6, and vary network size from

100 MRs to 600 MRs, i.e., 100, 200, 300, 400, 500 and 600 MRs respectively, as

shown in Table 2. For every network size, we runs the three algorithms 20 times

and uses the average results as the final results. Every time, MRs are randomly

redistributed in the network domain.

When the network size increasing, we expect to observe that LIGDP Heuris-

tic leads to more number of gateways. Figure 3 demonstrates this increment and
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compares it with weighted recursive algorithm and weight based GDTSP algo-

rithm. It can be seen from the comparison that our approach in terms of number

of gateways performs better than weighted recursive algorithm and almost the

same as weight based GDTSP algorithm.

Figure 4 shows the comparison on average length of MR-GW paths. Our

results is less than that of weight based GDTSP algorithm, because we consider

minimizing MR-GW path length in the process of constructing GW-rooted trees.

The results of weighted recursive algorithm is closed to ours, because its solution

leads to more gateways that decrease the length of MR-GW paths. This indicates

that our approach have less number of gateways while maintaining short length

of MR-GW paths.

As shown in Figure 5, our approach achieves the lowest standard deviation

of gateway load. This result is expected; our approach prevents MRs associat-

ing congested gateways, while the other two approaches do not take gateway

congestion into account. Hence, our approach performs better on gateway load

balancing than the other two approaches.

Figure 6 shows that the average interference of active links increases when

the network size increases. That is because when the number of MRs increases,

more links will be utilized to transmit packets. Figure 6 also shows that our

approach results in less interference than the other two approaches and achieves

better performance on interference minimization.

6 Conclusions and Future Work

In this paper, we propose a gateway deployment approach LIGDP Heuris-

tic that minimizes deployment cost, while satisfying performance requirements.

LIGDP Heuristic differs from all existing literature because it takes load bal-

ancing and interference minimization into account. It combines two algorithms,

i.e, MSC-based location algorithm (MLA) and load-aware and interference-aware

association algorithm (LIAA), to determine gateway positions and construc-

t GW-rooted trees. We evaluate the performance of the proposed approach in

terms of the number of gateways, the average length of MR-GW paths, the s-

tandard deviation of gateway load and the average interference of active links.

Through performance evaluation, we have concluded that there exist contradic-

tions between network performance and deployment cost, and a trade-off can be

achieved by adjusting R-hop, GW throughput and MR throughput constraints.

Subsequently, compared with other existing approaches, we demonstrate that

LIGDP Heuristic performs better on MR-GW path, load balancing and in-

terference minimization without deploying more gateways.

In our ongoing work, we are continuing to investigate the gateway deployment

problem. We plan to extend our study into multi-channel multi-radio WMNs

and address this problem through jointing gateway location, routing, channel
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assignment and bandwidth allocation. We also plan to achieve gateway-failure

tolerance in the phase of gateway deployment to improve network reliability.
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