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Abstract: Rough classification has been known as the concept of Pawlak within the 
Rough Set Theory. In this paper the novel rough classification approach and its 
applications in e-learning systems and user interface management for recommendation 
processes will be presented.  
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1 Introduction 

Using the relational structures real world objects are represented by a set of attributes 
and their values. Owing to this representation these objects can be classified into 
classes and the criterion for classification is the combinations of attribute values such 
that two objects belong to the same class if they have the same values for each 
attribute. Pawlak [Pawlak, 99] worked out a method which enables to determine the 
minimal set of attributes (called a reduct) which generates the same classification as 
the whole set of attributes. From the practical point of view, this method is very useful 
because owing to it the same classification may be created on the basis of a smaller 
set of attributes instead of a large one.  

Rough classification methods, in general, serve to determining a set of attributes 
which generate an approximate classification referring to a given classification. In the 
Pawlak’s concept of rough classification for a given classification C of set U of 
objects a rough classification is the approximation of C. Assume that classification C 
is generated by set B of attributes, then the approximation of C is based on 
determining a proper subset B’ of B such that the classification generated by B’ differs 
“a little” from C. The small difference between these classifications is illustrated by 
the difference of their accuracy measures which should not be larger than some 
threshold [Pawlak, 99].  

In our approach we consider other problem of rough classification: For a given 
classification of set U which is generated by set A of attributes, one should determine 
such minimal set B of attributes from A that the distance between the classification 
generated by attributes from B and the given classification is minimal.  

This problem differs from the one formulated by Pawlak. Besides, for its solving 
we will use distance functions between classifications (in fact they are partitions of set 
U) to generate the minimal set of attributes. This approach has been originally 
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presented in work [Nguyen, 05] and developed in [Nguyen, 06] and [Nguyen, 08]. In 
this paper we give a brief description of its solution and applications for e-learning 
systems and user interface management in recommendation processes. 

2 Brief Description of New Rough Classification Problems 

In information system stores the following to kind of information about its users: User 
data and usage data. User data often consist of demographic data of the user. Usage 
data, in turn, refer to the interaction process between the user and the system and his 
behavior during using the system. User data are included in so called the user profile, 
while usage data are included in the usage path.  

User classification is very often performed in information systems because owing 
to it the system can better assign to the user a proper way for serving him.  

The new conception of rough classification is based on the following assumption: 
It is the usage data which should decide about the criterion of user classification. 
Figure 1 represents this idea. For a new user the system creates a profile including his 
user data, on its basis the user is classified into a class. Next this user will use the 
system and the usage path is created which contains the effective way for this user for 
using the system. After a period of the system life the set of all usage paths is 
clustered giving a clustering of the set of all users. This clustering is next compared 
with the user classification made on the basis of a criterion created from user profiles. 
If the difference is large, this means that the classification criterion is not proper and 
the new one should be set on the basis of the usage paths’ clustering. 

We present some basic notions needed for defining the problems. 
BByy  aa  ppaarrttiittiioonn  ooff  sseett  UU  wwee  ccaallll  aa  ffiinniittee  sseett  ooff  nnoonneemmppttyy  aanndd  ddiissjjooiinntt  wwiitthh  eeaacchh  ootthheerr  

ccllaasssseess  wwhhiicchh  aarree  ssuubbsseettss  ooff  UU,,  ssuucchh  tthhaatt  tthheeiirr  uunniioonn  iiss  eeqquuaall  ttoo  UU..  BByy  ππ((UU))  wwee  ddeennoottee  
tthhee  sseett  ooff  aallll  ppaarrttiittiioonnss  ooff  sseett  UU..    

LLeett  PP,,  QQ  ∈∈  ππ((UU)),,  tthhee  pprroodduucctt  ooff  PP  aanndd  QQ  ((wwrriitttteenn  aass  PP∩∩QQ))  iiss  ddeeffiinneedd  aass::  
PP  ∩∩  QQ  ==  {{pp  ∩∩  qq::  pp  ∈∈  PP,,  qq  ∈∈  QQ  ∧∧  pp  ∩∩  qq  ≠≠  ∅∅}}..  

TThhuuss  pprroodduucctt  PP  ∩∩  QQ  iiss  aallssoo  aa  ppaarrttiittiioonn  ooff  UU..   
DDiissttaannccee  bbeettwweeeenn  ppaarrttiittiioonnss  PP  aanndd  QQ  ooff  sseett  UU  aass  tthhee  mmiinniimmaall  nnuummbbeerr  ooff  eelleemmeennttaarryy  

ttrraannssffoorrmmaattiioonnss  ((rreemmoovvaall  ooff  aann  eelleemmeenntt  oorr  aauuggmmeennttaattiioonn  ooff  aann  eelleemmeenntt))  nneeeeddeedd  ttoo  
ttrraannssffoorrmm  ppaarrttiittiioonn  PP  iinnttoo  ppaarrttiittiioonn  QQ..    

FFoorr  PP  ,,  QQ  ∈∈  ππ((UU))  lleett  MM((PP))  ==  [[ppiijj]]nn××nn  bbee  ssuucchh  aa  mmaattrriixx  tthhaatt  
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As stated earlier, if U denotes the set of learners and A is the set of attributes from 
user data a learner may be represented by a tuple of type A. For a∈A we define the 
following binary relation Pa on set U: For x1,x2 ∈ U pair <x1, x2> belongs to Pa if and 
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only if learners x1 and x2 are assigned with same value referring to attribute a. It is 
easy to prove that Pa is an equivalence relation, and therefore it is a partition of set U.  

More general, a set B of attributes determines an equivalent relation PB of set U as 
follows: a pair of 2 elements from U belongs to PB if and only if referring to each 
attribute b∈B these elements are assigned with the same value. Thus PB is also a 
partition of U and the following property is true: 

PB = ∩ Bb bP∈ . 

It is obvious that PB ⊆ Pa for each b∈B. 
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Figure 1: General idea of rough classification 

Very often user profiles are described by a set of attributes. Thus the user 
classification criterion is a subset of this attributes set. Owing the clustering of the set 
of usage paths one can determine a subset of attributes which best reflects this 
clustering. This idea is presented in Figure 2. 
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Figure 2: Rough classification process using attributes form user profiles 

Let A be the set of attributes used for representing real world objects from set U. Let 
PB be the classification of set U generated by attributes from set B⊆A and let Q be 
some given classification of set U.  

If PB differs from Q (or their distance is greater than a given threshold) then we say 
that the system is weakly adaptive. The smaller is the difference between PB and Q 
the more adaptive is the system. A system is then fully adaptive if PB = Q [Nguyen, 
08].  

To make a system more adaptive, one should solve the problem of determining set 
B on the basis of classification Q. Notice that PB is dependent on B, this means that a 
set B determines exactly one classification PB. Besides, we know that different sets of 
attributes may determine the same classification, thus the problem relies on selection 
of a minimal set B (i.e. a set with minimal number of elements) such that the distance 
between PB and Q is minimal.  

Let d be a distance function between classifications (partitions) of set U. The 
problems of Rough Classification (RC) can formally be defined as follows [Nguyen, 
06], [Nguyen, 08]:  

Problem RC-1: 
For a given partition Q of set U one should determine set B ⊆ A such that PB ⊆ Q 

and d(PB,Q) is minimal. 
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In this case set B generates such classification which is equal or minimally more 
exact than Q.  

Problem RC-2: 
For a given partition Q of set U one should determine set B ⊆ A such that Q ⊆ PB 

and d(PB,Q) is minimal. 

In this problem set B generates such classification which is equal to or minimally 
differs from Q.  

Problem RC-3: 
For a given partition Q of set U one should determine set B⊆A such that d(PB,Q) is 

minimal. 

Solutions of this problem may be needed if solutions of problems RC-1 and RC-2 
do not exist. Thus set B generates a rough classification referring to Q. This problem 
should be solved in the majority of practical cases. 

It should be emphasized that the difference between our approach and Pawlak’s 
approach to rough classification is that we do not use the upper and lower 
approximations of partitions defined by Pawlak, but we use the distance functions 
between partitions to determining the nearest partition to the given. The problems 
RC-1, RC-2 and RC-3 defined in this section are novel and their solutions should 
help in determining the most effective (and also the most economic) set of attributes, 
which describe the user interfaces.  

For these problems several algorithms have been worked out and presented in  
[2, 3] and their effectiveness has been analyzed [Kozierkiewicz, 07]. It is worth to 
note that problem RC-3 has been proved to be a NP-complete problem [Musial, 89]. 
Therefore, there have been worked out several heuristic algorithms, which have also 
been statistically verified referring to their effectiveness. 

3 Applications 

In a system where user management process is needed, the rough classification 
methods can be used. The user management process can be presented as follows: 
After registering to the system, a new user is classified by the system into an 
appropriate class of users according to his personal data, which are the basis for 
determining the best way for serving the user. We can distinguish the following sets: 

- U – the set of users of the system;  
- A – the set of all potential attributes, which may be used in representing the 

user profiles. 
The best ways for serving users can then generated by means of a classification of 

users (SC) independently from the user classification (UC) generated by the values of 
attributes from set A. We may notice that it is the classification SC which should 
decide about the proper classification of the system users. The question is: Which 
attributes from set A should be crucial in the classification UC, so that it is most 
similar to classification SC? It follows that UC should be a rough classification 
referring to SC. The answer to this question can be very useful since owing to it the 
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system will be more adaptive and the user classification process will be more 
economical. 

The application of the rough classification method for intelligent e-learning 
systems is based on determining the minimal set of user data attributes which 
generate a similar classification to that generated by a learners clustering process. 
After these attributes of set B have been determined, they should enable to classify 
new learners more properly and as the consequence, to assign good scenarios to them.  

An approach for using rough classification methods to perform the 
recommendation processes in intelligent e-learning systems has been proposed. 
Rough classification in this case is related to inconsistency aspect of knowledge of 
the system. The inconsistency here appears in two aspects: In the first aspect 
inconsistency refers to difference of the passed scenarios of similar learners 
(belonging to the same class of the classification). In this case to determine an 
opening scenario for a new learner it is needed to calculate the consensus of the 
passed scenarios of the members of the class. The second aspect of inconsistency 
refers to the fact that assumed to be similar learners (belonging to the same class of 
the classification) may have very miscellaneous passed scenarios. This, in turn, may 
cause a lack of efficiency of the procedure proposed for the first aspect. Here we 
propose to use a rough classification based method to redefine the criterion for 
classification [Nguyen, 08]. It turned out that the usage paths of the system consist of 
learning scenarios which have successfully used by the learners. On the basis of the 
clustering of learning scenarios the classification criterion has been generated. 

Rough classification methods have also been used in designing and managing 
adaptive user interfaces [Nguyen, 06], [Sobecki, 07]. In this application the user data 
contain the geographic data, and the usage data contain user interface settings 
generated by the user choice during using the system. The clustering of interface 
settings helped in setting the proper set of attributes being the criterion for user 
classification. 

4 Conclusions 

The future works should concern more complex structures of user data. As to now 
their atomicity has been assumed. However, for representing the complexity and 
uncertainty other structures such as interval, set etc. are often used. For these 
structures problems RC-1, RC-2 and RC-3 require working our new algorithms. 
Besides, new application, for example in medical knowledge systems [Tabakov, 07] 
could be investigated. 
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