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Abstract: Interactive genetic algorithms (IGAs) are effective methods to solve opti-
mization problems with implicit or fuzzy indices. But human fatigue problem, resulting
from evaluation on individuals and assignment of their fitness, is very important and
hard to solve in IGAs. Aiming at solving the above problem, an interactive genetic
algorithm with an individual fitness not assigned by human is proposed in this paper.
Instead of assigning an individual fitness directly, we record time to choose an individ-
ual from a population as a satisfactory or unsatisfactory one according to sensitiveness
to it, and its fitness is automatically calculated by a transformation from time space to
fitness space. Then subsequent genetic operation is performed based on this fitness, and
offspring is generated. We apply this algorithm to fashion design, and the experimental
results validate its efficiency.
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1 Introduction

Optimization problems are very common in real-world applications, such as
traveling salesman problem (TSP) [Lin and Kernighan 73], job-shop scheduling
[Adams et al. 88], product design [Li and Azarm 00], and so on. For an optimiza-
tion problem whose objective functions are continuously differentiable and whose
scale is small or medium, some traditional optimization methods, such as New-
ton method [Xie et al. 03], are suitable to solve it. Whereas for an optimization
problem whose objective functions are not differentiable, or even not continuous,
or for one whose objective functions are differentiable but whose scale is very
large, many traditional optimization methods are no longer applicable.

Genetic algorithms (GAs), proposed in early 1970s, are a kind of globally
stochastic optimization methods inspired from nature evolution [Holland 75].
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Since GAs do not require continuous and differentiable objective functions of an
optimization problem, and can effectively find satisfactory solutions for a large
scale problem, they have gained broad attention in the optimization community
and fruitful achievements have been obtained [Gong and Pan 03, Wiegand 04,
Deb et al. 02].

Although GAs do not require continuous and differentiable objective func-
tions, they do require well-defined objective functions in order to calculate an
individual fitness. But it is difficult for many complicated optimization problems
to have one or several well-defined objective functions because of their implicit or
fuzzy indices. Therefore GAs are not applicable to such optimization problems.

Interactive genetic algorithms (IGAs), proposed in middle 1980s, are ef-
fective methods to solve optimization problems with implicit or fuzzy indices
[Dawkins 86]. They combine traditional evolution mechanism with human’s in-
telligent evaluation, and human assigns an individual fitness rather than a func-
tion that is difficult or even impossible to express explicitly. Up to now, they have
been successfully applied in many fields, such as fashion design [Kim et al. 00],
face identification [Caldwell et al. 91], music composition [Tokui and Iba 00], he-
aring aid fitting [Takagi and Ohsaki 07], and so on.

The obvious characteristic of IGAs, compared with GAs, is that human as-
signs individual fitness. Human compares among individuals in the same gener-
ation and assigns fitness based on their phenotypes through human-computer
interface. Frequent interaction of human-computer results in human fatigue.
Therefore IGAs often have small population size and small generations
[Takagi 01], which influences the algorithms’ performances to some degree and
restricts their applications in complicated optimization problems. Accordingly,
how to alleviate human fatigue becomes one of important problems in IGAs.

Since human fatigue results from human’s evaluation on individuals and as-
signment of their fitness, in order to alleviate human fatigue, a possible alterna-
tive is to change the approach to evaluate an individual and assign its fitness.
The goal of this paper is to alleviate human fatigue by adopting an appropriate
approach to evaluate an individual and assign its fitness. As we all know, human
has different sensitiveness to different individuals in the same generation. Based
on this, if we record time spent by human in choosing an individual from a pop-
ulation as a satisfactory or unsatisfactory one through the evolutionary system,
and adopt a transformation to establish the relationship between time and the
individual fitness, we can obtain an individual fitness without direct assignment
by human. Therefore we can reduce time to human-computer interaction, and
omit time spent in assigning an individual fitness by human, resulting in allevi-
ating human fatigue greatly. For human does not directly assign an individual
fitness, we call the algorithm an interactive genetic algorithm with an individual
fitness not assigned by human (IGA-IFNAH).
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In the next section, we will review some methods to alleviate human fatigue.
The emphasis of this paper is in section 3, in which we will propose ideas of IGA-
IFNAH, present strategies to obtain an individual fitness, describe steps of IGA-
IFNAH, and give some further explanations. We will provide its applications in
fashion design and some experimental results in section 4. Finally, we will draw
some conclusions and point out our future work in section 5.

2 Related Works

Since human fatigue problem is important in IGAs, numerous researches have
focused on how to alleviate human fatigue. Up to now, there have been many
approaches to deal with it.

The first one is to adopt an appropriate value to express an individual fit-
ness. For example, Takagi et al. proposed a fitness assignment method which
combines a continuous fitness with a discrete one [Takagi and Ohya 96]. Based
on uncertain or fuzzy cognition of human on an individual, Gong et al. adopted
an interval number to express an individual fitness [Gong and Guo 07], hence
alleviating the load resulting from evaluating an individual. It is easy to under-
stand that different expressions of an individual fitness require different interfaces
through which an individual is evaluated. A friendly interface is attractive and
human is willing to use.

The second one is to use some surrogate-assisted models to evaluate a part
of or even all individuals in some generations, hence the number of individuals
evaluated by human decreases. For example, Sugimoto et al. estimated an indi-
vidual fitness using fuzzy logic based on the distance and the angle between the
evaluated individual and the optima being found [Sugimoto and Yoneyama 01].
Biles and Zhou et al. adopted neural networks (NNs) to learn human’s intelli-
gent evaluation on an individual, and the number of individuals evaluated by
human decreases by use of neural networks evaluating individuals in an appropri-
ate time [Biles et al. 96, Zhou et al. 05]. In order to improve learning precision
and reduce network complexity, Gong et al. adopted multiple surrogate-assisted
models [Gong et al. 07], in which a simple surrogate-assisted model only learned
human’s evaluation on a part of the search space. Wang et al. transformed the
evaluation on an individual assigned by human into an absolute rating fitness
and adopted it to train a support vector machine (SVM) to evaluate individ-
uals [Wang et al. 06]. In any case, looking for effective models which can learn
human’s preference is very important. Otherwise, these models may mislead to
the evolution of a population, and unsatisfactory solutions may be mistaken as
satisfactory ones unavoidably.

The third one is to accelerate population convergence [Hayashida et al. 02].
As we all know, on condition of constant population size, the less the number of
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evolutionary generations of a population is, the less the number of individuals
evaluated by human. Gong et al. reduced the valid search space by using knowl-
edge acquired during the evolution of a population, and speeded up population
convergence [Gong et al. 05a]. Another way is to make use of the evolution re-
sults of other populations, and the evolution of a population continues based
on them, hence the number of evolutionary generation decreases to some degree
[Gong et al. 05b].

The fourth one is to indirectly obtain an individual fitness through some
devices. For example, Pallez et al. recently applied an eye-tracking device to
measure human preference, and then obtained an individual fitness by a trans-
formation from some parameters [Pallez et al. 07]. Some simulation results show
that it is efficient in alleviating human fatigue.

The common character of the above methods is that an individual fitness is
required. If we do not know it, the evolution of a population will not continue.
But there are other methods that do not require it. For example, Llorà et al.
directly chose the superior individual in tournament selection with size two based
on his preference, and did not care their fitness [Llorà et al. 05]. Lewis et al. also
directly chose good individuals in the current generation as parents in the next
generation though interface, and did not care their fitness [Lewis and Ruston 05].
Although the evolution of a population goes on, we cannot express the dominance
relationship among individuals since we do not know their fitness.

In fact, some efficient genetic operators, such as adaptive crossover and muta-
tion operator [Srinivas and Patnaik 94], niche selection [Deb and Goldberg 89],
and so on, often require the dominance relationship among individuals, and then
adopt appropriate genetic operators or (and) genetic control parameters based
on it in the evolution of a population. If we do not know the relationship, we
cannot use these operators or (and) genetic control parameters.

In short, it is necessary for IGAs to obtain an individual fitness. A good
interactive genetic algorithm should acquire and make full use of an individual
fitness on condition of alleviating human fatigue.

3 Interactive Genetic Algorithm with Individual Fitness not
Assigned by Human

3.1 Ideas of the Algorithm

IGAs produce satisfactory solutions through human-computer interface and evol-
ve a population from generation to generation. We consider a population in some
generation here. In general, human is very sensitive to the most satisfactory
individual[Anderson 05], and will only spend a very short time in choosing it
from the population. Similarly, human is also very sensitive to the most unsat-
isfactory individual, and will only spend a very short time in choosing it from
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the population, too. But for other individuals, human is not sensitive to them,
and will spend more time in choosing them.

It is easy to record the time when the evolutionary system displays a pop-
ulation in some generation to human. In order to calculate time to choose an
individual, we set up two sets (or folders), namely a satisfactory set and an
unsatisfactory set. The satisfactory set only stores satisfactory individuals, and
the unsatisfactory set only stores unsatisfactory individuals. The evolutionary
system also automatically records the time when these individuals are stored in
the two sets. For an individual, the difference between the time when it is stored
in a set and the one when the system displays the population is time to choose
it.

It is obvious that for an individual in the satisfactory set, the more human
prefers it, the less time spent by human in choosing, hence the greater its fitness
should be. Similarly, for an individual in the unsatisfactory set, the more human
dislikes it, the less time spent by human in choosing, hence the smaller its fitness
should be. Based on these, we can obtain an individual fitness through a map
from time space to fitness space.

3.2 Strategies to Obtain Individual Fitness

Let x(t) be a population in the t-th generation, xi(t) be an individual of it, and
T (x(t)) be the time when the evolutionary system displays x(t) to human. Let
Ss(t) and Su(t) be two sets that consist of satisfactory individuals and unsatisfac-
tory individuals in x(t) respectively. Denote the time when xi(t) is stored in Ss(t)
or Su(t) as T (xi(t)). It is easy to obtain that human spends T (xi(t)) − T (x(t))
in choosing xi(t) as a satisfactory or an unsatisfactory individual.

We need another scalar related with time in order to automatically calculate
xi(t)’s fitness, and denote it as α(xi(t)), which satisfies that the better xi(t) is,
the greater the scalar. Therefore, for xi(t) in Su(t), a candidate of α(xi(t)) is:

α(xi(t)) = T (xi(t)) − min
xj(t)∈Su(t)

T (xj(t)) (1)

And for xi(t) in Ss(t), a candidate of α(xi(t)) is:

α(xi(t)) = max
xk(t)∈Ss(t)

T (xk(t))−T (xi(t))+ max
xj(t)∈Su(t)

T (xj(t))− min
xj(t)∈Su(t)

T (xj(t))

(2)
If we want to scale an individual fitness in range of [fmin, fmax], then we

present the following xi(t)’s fitness:

f(xi(t)) = fmin + (fmax − fmin) · α(xi(t))
β(t)

(3)
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where

β(t) = max
xk(t)∈Ss(t)

T (xk(t))− min
xk(t)∈Ss(t)

T (xk(t)) + max
xj(t)∈Su(t)

T (xj(t))

− min
xj(t)∈Su(t)

T (xj(t))
(4)

It can be seen from (1) and (3) that for the most unsatisfactory individual
xi(t) in x(t), α(xi(t)) is zero, hence its fitness f(xi(t)) is the smallest, namely
fmin . Similarly, it can also be seen from (2), (3) and (4) that for the most
satisfactory individual xi(t) in x(t) ,α(xi(t))

β(t) = 1 , therefore its fitness f(xi(t)) is
the greatest, namely fmax.

It is easy to deduce from (1) and (2) that the best individual in Su(t) has the
same value of α(·) as the worst one in Ss(t) . Therefore they have equal fitness,
which implies that the best individual in the unsatisfactory set is as good as the
worst individual in the satisfactory set, that is to say, human is difficult to make
a clear decision. But in the two cases, the best individual in the unsatisfactory
set and the worst individual in the satisfactory set should not have the same
fitness, when there is only one kind of satisfactory individuals or only one kind
of unsatisfactory individuals. In these two cases, human is able to make a clear
decision. Therefore we should modify some formulas to make sure that the fitness
of satisfactory individual(s) is bigger than that of unsatisfactory one(s).

If there is only one kind of individuals in Ss(t) or only one kind of individuals
in Su(t), for xi(t) in Ss(t), a candidate of α(xi(t)) is:

α′(xi(t)) = max
xk(t)∈Ss(t)

T (xk(t))− T (xi(t)) + max
xj(t)∈Su(t)

T (xj(t))

− min
xj(t)∈Su(t)

T (xj(t)) + ε
(5)

Similarly, a candidate of β(t) is:

β′(t) = max
xk(t)∈Ss(t)

T (xk(t))− min
xk(t)∈Ss(t)

T (xk(t)) + max
xj(t)∈Su(t)

T (xj(t))

− min
xj(t)∈Su(t)

T (xj(t)) + ε
(6)

Where ε is a small constant which is set in advance.
Another interesting phenomenon is that T (x(t)) is absent in formula (1) to

(4), that is to say, in order to calculate an individual fitness, we do not require
the time when the evolutionary system displays a population to human. We
only require the time when an individual is stored in the satisfactory or the
unsatisfactory set, which can be automatically done by the evolutionary system.

Sometimes there are more than one individual with the same phenotype in
the same generation, and they should have the same time to be stored in the
satisfactory or the unsatisfactory set. To do this, we add an operation that when
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one of them is stored in a set, the others are also simultaneously stored in the
same set by the evolutionary system.

3.3 Steps of IGA-IFNAH

The steps of the proposed algorithm are described as follows.

1. Set the values of evolutionary control parameters in the algorithm. Let t = 0,
and initialize a population x(t).

2. Decode and display x(t) to human, let Ss(t) = Su(t) = ∅, i = 1.

3. Check whether i is greater than |x(t)| or not, if yes, go to step 5.

4. Investigate whether xi(t) is a satisfactory individual or not, if yes, then let
Ss(t) ← Ss(t) ∪ {xi(t)} , otherwise let Su(t) ← Su(t) ∪ {xi(t)} . Record
T (xi(t)) , let i = i + 1, and go to step 3.

5. Calculate max
xk(t)∈Ss(t)

T (xk(t)), min
xk(t)∈Ss(t)

T (xk(t)), max
xj(t)∈Su(t)

T (xj(t)),

min
xj(t)∈Su(t)

T (xj(t)), α(xi(t)), β(t) and f(xi(t)), i = 1, 2, . . . , |x(t)|.

6. Check whether the algorithm stops or not, if yes, then go to step 8.

7. Perform genetic operators and generate offspring. Let t = t + 1, and go to
step 2.

8. Output the most satisfactory solution and stop the algorithm.

In the above steps, ∅ is a null set, and |x(t)| indicates the population size of
x(t).

3.4 Further Explanations

An obvious character of the proposed algorithm, compared with early IGAs,
is that human does not assign an individual fitness. What human does is to
choose an individual from the population and store it in an appropriate set
in appropriate order according to his/her preference. Then the evolutionary
system automatically calculates its fitness. Therefore human fatigue resulting
from evaluating an individual is greatly alleviated.

In addition, the evolutionary system automatically calculates an individual
fitness, not just a dominance relationship among different individuals. Therefore,
not only traditional genetic operators, such as tournament selection, one-point
crossover and one-point mutation, but also many efficient genetic operations
proposed by many researchers in recent years, such as niche selection, crossover
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and mutation with adaptive rates, can be applied to the proposed algorithm,
which implies the efficient performance of IGA-IFNAH.

The key of the proposed algorithm is to determine appropriate order of a
chosen individual, which is not difficult on condition that we obey the cognitive
law. If we violate the general cognitive law and choose an individual in stochastic
order, the algorithm will not work. But it does not mean that we cannot do any
other things during running the algorithm. In fact, we can have a rest or answer
a phone, or have a cup of coffee, and so on, which does not affect the performance
of the algorithm on condition that we choose an individual in appropriate order
before and after the interrupt. After all, the algorithm does not require the
absolute time but the relative one, and we only compare the individuals in the
same generation.

If the individuals in a generation are all very good, then the time to make a
decision will be long, these individuals fitness will be small although they may be
stored in the satisfactory set. On the contrary, if the individuals in a generation
are all very bad, then the time to make a decision will be also long, some individ-
uals fitness will be great although they are stored in the unsatisfactory set. The
above two cases indicate an individual fitness is not consistent but changeable
with generations, which will not affect the performance of the algorithm for the
same reason as the above.

4 Applications in Fashion Design

4.1 Backgrounds

Fashion design is a very popular vocation for everyone likes to wear satisfactory
fashion but few can design a satisfactory one. In fact, fashion design is a very
complicated process and often completed by designers who have been trained
systematically. Although there are some softwares available for fashion design,
they are often too special for an ordinary person to use. With the development of
society pursuing personalities becomes a fad. That is to say, human often likes
to wear fashion with some personalities. It is very useful if there is a fashion
design system for an ordinary person to design his or her satisfactory fashion.

We hope to establish a fashion design system for an ordinary person to gen-
erate a suit by combining all parts from different databases. That is to say, parts
of suit are stored in databases in advance. What human does is to combine dif-
ferent parts into his or her most satisfactory suit by using the system. In fact,
the above is a typical combination optimization problem and can be solved by
evolutionary optimization methods.

But what is “the most satisfactory suit”? Different persons have different
opinions on it because of different personalities and these opinions are often fuzzy
and implicit. Therefore, it is impossible to get a uniform and explicit index to
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Table 1: Colors and their codes

Color Code Color Code

black 0000 gray 1000
blue 0001 bright blue 1001
green 0010 bright green 1010
cyan 0011 bright cyan 1011
red 0100 bright red 1100
carmine 0101 bright carmine 1101
yellow 0110 bright yellow 1110
white 0111 bright white 1111

be optimized. It is infeasible for GAs to deal with it, whereas it is suitable for
IGAs to do.

Therefore, we developed a fashion evolutionary design system based on IGA-
IFNAH by using Visual Basic 6.0. We also developed corresponding fashion
evolutionary design systems based on an IGA with continuous fitness, called
traditional IGA (TIGA) [Gong et al. 07], and an IGA with interval individual
fitness (IGA-IIF) [Gong and Guo 07] respectively by using the same develop-
ment tool, and did some experiments to compare their performances.

4.2 Individual Codes

The same individual code is adopted in these systems. For simplification, the
phenotype of an individual is a suit composed of coat and skirt, and its genotype
is a binary string of 18 bits, where the first 5 bits expresses the style of coat,
the 6th to 10th bits expresses the style of skirt, the 11th to 14th bits expresses
the color of coat, and the last 4 bits expresses the color of skirt. There are 32
styles for coat and skirt respectively, and their names correspond to the integers
from 0 to 31, which are also their decimals of these binary codes. The colors
and their codes are shown as Table 1. They are all stored in different databases.
According to human’s preference, these systems look for “the most satisfactory
suit” in the design space with 25×25×24×24 = 262144 suits during evolutionary
optimization.

4.3 Parameters Setting

In order to compare the performance of the three algorithms, the same genetic
operators and parameters but different approaches to evaluate an individual
during evolution are adopted. The population size |x(t)| is equal to 8. fmin and

2454 Gong D., Yao X., Yuan J.: Interactive Genetic Algorithms ...



Figure 1: Interface of human-computer interaction in IGA-IFNAH

fmax are 0 and 1000 respectively. Tournament selection with size 2, one-point
crossover and one-point mutation operators are adopted, and their probabilities
pc and pm are 0.6 and 0.02 respectively. The allowable maximum evolutionary
generations T is equal to 16. That is to say, if the evolution does not converge
after 16 generations, the system will automatically stop it. When the evolution
converges, namely there are at least 6 individuals with the same phenotype in
some generation the system will also automatically stop it. Also, when human
is satisfied with the optimal results, one can stop the evolution manually.

4.4 Evolutionary Interface and Individual Evaluation

The interface of human-computer interaction in IGA-IFNAH, shown as Fig. 1,
includes 3 parts. The first one is individual phenotype and their evaluations.
Human evaluates the suits through selecting such radio buttons as “satisfac-
tory” or “unsatisfactory” in an appropriate order. The second part is command
buttons for a population evolving, e.g., “Initialize”, “Next Generation”, “End”
and “Exit”. And the third one is some statistic information of the evolution, in-
cluding the number of individuals being evaluated, the current generation, and
time-consuming.

Once the evolutionary system displays the population in some generation
through the interface, human will look for the most sensitive individuals. If an
individual is identified as a satisfactory one, human will click the “satisfactory”
radio button under it; otherwise, human will click the “unsatisfactory” radio
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Figure 2: Interface of human-computer interaction in IGA-IIF

button. At the same time, the system will automatically record and display time
to click these buttons. Then human will look for the second sensitive individu-
als and perform the same operation until all individuals in this generation are
identified. For example, as shown in Fig. 1, human thought the 1st individual
in the 3rd generation was the most satisfactory. Therefore, he/she clicked the
“satisfactory” radio button under it, and the system automatically recorded and
displayed time to click, shown as “10:22:06” with pink background color upon
the radio buttons. Another example, human thought the 7th individual in the
3rd generation was the most unsatisfactory. Hence, he/she clicked the “unsatis-
factory” radio button under it, and the system also automatically recorded and
displayed time to click, shown as “10:22:13” with pink background color upon
the radio buttons. As mentioned in subsection 3.2, the 3rd and the 6th individ-
uals with the same phenotype have the same time to be selected as shown in
Fig. 1, so do the 4th and the 8th individuals.

After human has identified all individuals, the system will automatically
calculate their fitness according to (3). If human clicks “Next Generation”, the
system will perform genetic operators described as subsection 4.3 to generate
offspring, and then display them to human. The system will cycle the above
procedure until the evolution automatically or manually stops.

The interface of human-computer interaction in IGA-IIF, shown as Fig. 2,
also includes 3 parts. The first one is individual phenotype and their evaluations.
In order to assign the fitness of a suit, human drags the two scroll bars under
it. Of the two scroll bars, the upper one stands for the lower limit of the fitness,
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Figure 3: Interface of human-computer interaction in TIGA

and the lower one stands for the upper limit of the fitness. The lower limit and
the upper limit are also displayed under these scroll bars. The second and the
third parts are the same as those in IGA-IFNAH. Having evaluated all suits, if
human clicks “Next Generation”, the system will perform genetic operators de-
scribed as subsection 4.3 to generate offspring, and then display them to human.
The system will cycle the above procedure until the evolution automatically or
manually stops. The interested reader can refer [Gong and Guo 07] for detail.

Similarly, the interface of human-computer interaction in TIGA, shown as
Fig. 3, also includes 3 parts. The first one is individual phenotype and their
evaluations. In order to assign the fitness of a suit, human drags the scroll bar
under it only once. The second and the third parts are the same as those in
IGA-IFNAH. Having evaluated all suits, if human clicks “Next Generation”, the
system will perform genetic operators described as subsection 4.3 to generate
offspring, and then display them to human. The system will cycle the above
procedure until the evolution automatically or manually stops. The interested
reader can refer [Gong et al. 07] for detail.

4.5 Results

We ran the three evolutionary systems based on IGA-IFNAH, IGA-IIF and
TIGA respectively 8 times independently, recorded the time-consuming for eval-
uating individuals and the number of individuals being evaluated in each run,
and calculated their sums, shown as Table 2 and Table 3.
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Table 2: Time-consuming for evaluating individuals (m’s”)

IGA-IFNAH IGA-IIF TIGA

1 01’22” 07’48” 05’40”
2 00’56” 03’00” 04’02”
3 00’57” 06’10” 06’58”
4 01’16” 08’33” 07’44”
5 01’15” 03’44” 03’10”
6 00’50” 03’41” 05’02”
7 01’18” 03’53” 05’49”
8 01’03” 05’17” 06’15”
Sum 8’57” 42’06” 44’40”

Table 3: Number of individuals being evaluated

IGA-IFNAH IGA-IIF TIGA

1 39 81 59
2 45 28 42
3 38 65 63
4 40 96 86
5 46 35 39
6 35 38 45
7 52 39 56
8 37 62 69
sum 332 444 459

It can be seen from Table 2 that for IGA-IFNAH, IGA-IIF and TIGA, the
longest time-consuming for evaluating individuals in each run is 01’18”, 08’33”
and 07’44” respectively. They are all less than 10 minutes, which is acceptable
because human often does not feel fatigue within 10 minutes. This means that
it often takes human much less time to design fashion by using these systems.

It is easy to see from Table 3 that for IGA-IFNAH, the largest number of
individuals being evaluated is 52, which is equivalent to the population evolving
about 7 generations, far less than T . That is to say, human found “the most
satisfactory suit” in small generations by using IGA-IFNAH. For IGA-IIF, except
one run without finding “the most satisfactory suit”, the other runs found “the
most satisfactory suit” in at most 12 generations. For TIGA, all runs found
“the most satisfactory suit” in at most 11 generations. This indicates the three
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Table 4: Average time-consuming for evaluating individuals in each run and for
evaluating an individual

Algorithms Average time-consuming for
evaluating individuals in each
run (m’s”)

Average time-consuming
for evaluating an individ-
ual (s”)

IGA-IFNAH 1’07” 1.6”
IGA-IIF 5’16” 5.7”
TIGA 5’35” 5.8”

algorithms are feasible to deal with fashion design.
In order to compare the performance of different algorithms in alleviating hu-

man fatigue, we calculated the average time-consuming for evaluating individuals
in each run and the average time-consuming for evaluating an individual, shown
as Table 4. The items in Table 4 are calculated from the data in Table 2 and
Table 3. We obtained the 2nd column of Table 4 through dividing the last row
of Table 2 by 8, and the 3rd column of Table 4 through dividing the last row of
Table 2 by that of Table 3.

It is obvious from Table 4 that the average time-consuming for evaluating
individuals in each run of IGA-IFNAH is 1’07”, which is about one-fifth of that
of IGA-IIF (5’16”) and TIGA (5’35”). In addition, the average time-consuming
for evaluating an individual of IGA-IFNAH is 1.6”, which is less than a third of
that of IGA-IIF (5.7”) and TIGA (5.8”). Different time-consuming for evaluat-
ing an individual is due to different approaches of evaluation. For TIGA, human
needs to assign an accurate fitness to an individual, therefore it takes him/her
much time to consider what the fitness should be. For IGA-IIF, human does
not need to assign an accurate fitness to an individual. In order to obtain an
individual fitness, human needs to assign its upper limit and lower limit. The
above approaches need to assign an individual fitness by human. In contrast, for
IGA-IFNAH, an individual fitness is not assigned by human directly but auto-
matically calculated by the evolutionary system. What human does is to identify
an individual satisfactory or unsatisfactory in an appropriate order according to
him/her preference, which alleviates human fatigue greatly.

The success rate to find “the most satisfactory suits” within limited time is
another index to compare the performance of these algorithms. We calculated
the success rate to find “the most satisfactory suits” within 3 minutes, 4 minutes
and 5 minutes respectively. Considering the 8 independent runs, we recorded the
times to find “the most satisfactory suits” within 3 minutes, 4 minutes and 5
minutes, and then divided these numbers by 8. For example, there are 4 times
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Table 5: Success rates

Algorithms Within 3 minutes Within 4 minutes Within 5 minutes

IGA-IFNAH 100% 100% 100%
IGA-IIF 12.5% 50% 50%
TIGA 0 12.5% 25%

for IGA-IIF to find “the most satisfactory suits” within 5 minutes, therefore the
success rate of IGA-IIF within 5 minutes is 4

8 × 100% = 50%. The success rates
of different algorithms within different time is shown in Table 5.

It is easy to see from Table 5 that when human spent 3 minutes in evaluating
individuals, all runs of IGA-IFNAH found “the most satisfactory suits”, only one
run of IGA-IIF found it, while TIGA did not find it. When time increases to
5 minutes, 4 runs of IGA-IIF found “the most satisfactory suits”, while only 2
runs of TIGA found it. This indicates that IGA-IFNAH has more opportunities
to find “the most satisfactory suits” in short time than the other two algorithms.

To sum up, the proposed algorithm in this paper has good performance in
alleviating human fatigue and looking for “the most satisfactory suits”.

It is worth noting that the system given in this section is only an experimental
platform. The real-world fashion design process is very complicated. For example,
a suit may be divided into many parts, and each part may have many styles and
colors. Therefore, the whole design space may be considerable large. In any case,
the approach of applying evolutionary optimization in fashion design proposed
in this paper is novel and feasible, and it establishes a foundation for real-world
application. Therefore, it is significant in theory and practice.

5 Conclusions

Human fatigue problem, resulting from evaluation on individuals and assignment
of their fitness, is very important and hard to solve in IGAs. How to solve human
fatigue problem effectively becomes key to improve performance of IGAs.

It is easy to understand that human fatigue will be alleviated to some degree
if he/she does not directly assign an individual fitness. Based on this, a novel
interactive genetic algorithm, namely IGA-IFNAH, is proposed in this paper
in which human does not directly assign an individual fitness. According to
different sensitiveness of human to different individuals, we record time to choose
an individual from a population as a satisfactory or unsatisfactory one, and
automatically calculate an individual fitness by a transformation from time space
to fitness space, then perform subsequent genetic operation based on this fitness,
and generate offspring. Application in fashion design validates its efficiency.
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An uncertain individual fitness, such as interval fitness, can reflect human’s
fuzzy and gradual cognition to an individual [Gong and Guo 07]. We obtain a
certain individual fitness through a transformation from time space to fitness
space in this paper. It is hard for this fitness expression to reflect human’s real
cognition. Therefore, we will further study how to obtain an uncertain individual
fitness through other transformation in the future.
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